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Abstract

IQ imbalance can be a severe limitation in multi-standard wireless receivers. In
literature, several standard independent methods are known to estimate and reduce
the impact of IQ imbalance. Those methods can be divided in two classes: statistics
based methods, which are known for their very slow convergence, and methods
based on using a test tone generator, which are known for their risk of (amongst
others) LO pulling and test tone radiation.

This document describes the results of a project aimimg at finding standard
independent estimators for the IQ imbalance problem that converge faster than the
well known statistics based methods, without using a dedicated test tone generator.

In this document several system level models for frequency independent and fre-
quency selective IQ imbalance are described. Furthermore, three novel methods
are derived:

• one method which is based on exploiting statistical properties of the received
signals, but which uses additional hardware to increase the rate of conver-
gence,

• one method which is based on the statistical method, but can be used to
estimate frequency selective IQ imbalance and

• one method which is based on injecting the LO signal into the RF input of the
mixer and using LO self-mixing to estimate the IQ imbalance parameters.

All methods are theoretically analyzed and evaluated using simulations. The last
method is also evaluated with a prototype system.

It is shown that all methods are unbiased estimators and that the performance of the
statistics based estimators is limited by the number of samples that are used for the
estimation. Furthermore, it is shown that the LO self-mixing method requires only
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16 samples to achieve correct IQ imbalance estimates, however, it is also shown
that this method is sensitive to the shape of the injected waveform.

The choice for a particular estimation method therefore depends on the actual im-
plementation of the receiver front-end. For relatively low frequency systems where
a very short estimation time is essential, the LO self-mixing method can be used
to achieve very fast IQ imbalance estimates, but for very high frequency systems
which have more relaxed estimation time requirements, or when frequency selec-
tive IQ imbalance compensation is required, the statistical methods can be more
preferable.
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List of symbols and abbreviations

A amplitude
a complex parameter in IQ imbalance model
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Chapter 1

Introduction

In the last few years we have seen a shift in mobile communications from devices
which are specifically made to work with just one standard, to devices which can
use more than one standard. Examples of such devices are mobile phones that in-
tegrate not only GSM, but also UMTS, bluetooth and wireless LAN and car radio
systems that not only integrate FM radio but also GPS, bluetooth and digital ra-
dio and television standards such as DVB-H and Sirius and XM radio. While it is
possible to include a different RF front-end for every standard, this does occupy
precious space and increases manufacturing costs. Besides that, it can cause appli-
cation problems since some standards are causing interference on other standards;
a well known example for this is the interference from bluetooth on wireless LAN
as shown for example by Golmie in [1] and by Punnoose in [2].

To overcome these disadvantages, much research has recently been done on flexi-
ble radio systems which can adhere to multiple standards. Such so called software
defined radio (SDR) systems can dynamically change their RF frequency, IF band-
width and digital processing and can thus switch on demand between different
standards. This results in benefits for application engineers who can have a shorter
time to market for their products and for IC designers who can more easily reuse
IP blocks in other products. However, the consequence is that such a system must
meet or exceed the specifications of all standards of interest.1 This poses big design
challenges on RF, IF and digital designers.

Once specific problem of designing and manufacturing wireless radio systems are
the errors that occur in the actual chip due to model imperfections and manufactur-
ing deviations. This is especially true for quadrature down convertors, as explained

1Note however, that the system does not need to fulfill all requirements for all standards at the
same time.
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for example by Razavi in [3]. In such convertors, these limitations impose restric-
tions on the amount of symmetry between the inphase and quadrature branches of
the convertor. In a first order model, those limitations translate in a difference in
gain and phase between those two branches. Such a model is called an IQ imbal-
ance model. As will be shown in chapter 2, the IQ imbalance problem results in
a reduction in the signal to interference ratio (SIR) of the signal that the receiver
wants to decode.

This problem can be solved in many different ways, but for multi-standard re-
ceivers, a solution which is standard independent is preferable. In literature, there
are two very popular types of standard independent solutions. The first is a statisti-
cal method, based on exploiting the differences in variances and covariance of the
received signals caused by IQ imbalance, and the second is based on measuring
the amount of IQ imbalance by using test tones. Both methods are unbiased and
converge to the correct value, but the drawback of statistics based methods is their
slow convergence. The drawback of test tone based methods is, amongst others,
the problem of generating test tones which are not impaired with any significant IQ
imbalance on chip, spectral purity of these test tones and the risk of radiating part
of these test tones.

This document describes the result of a project aimed at finding standard indepen-
dent solutions which converge faster than the well known statistical methods (such
as shown for example by Windisch in [4]) without using dedicated hardware to
generate test tones. Therefore, this document describes two standard independent
solutions; one which is based on the statistical methods and one which is based on
injecting part of the LO signal. Both methods will be theoretically analyzed and
evaluated using simulations. In addition to that, the method which uses injection
of part of the LO signal will be evaluated with an actual prototype system.

The benchmark for both methods is the number of samples that are needed to
achieve a certain image rejection ratio and the limitations in estimation accuracy.
The assumption here is that the sample frequency fs is equal to the Nyquist rate.

The outline for this document is as follows. In chapter 2, we will discuss the
problem of IQ imbalance. There, we will derive several models for frequency in-
dependent and frequency selective IQ imbalance. We will also give an overview
of several popular mitigation methods, where we will pay special attention to the
class of digital estimators and compensators. In this chapter, we will also derive an
equation for the image rejection ratio which can be achieved when the IQ imbal-
ance parameter estimates have limited accuracy. Finally, we will also show a list
of requirements which the ideal solutions needs to satisfy.

Chapter 3 will briefly discuss an intuitive way to estimate the IQ imbalance param-
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eters and explain why the particular approach discussed in that chapter has a very
undesired property.

In chapter 4, we will derive several methods based on exploiting the statistical prop-
erties of the received signals, including a method which has a faster convergence
than the well known standard statistical method and a method which can estimate
frequency selective IQ imbalance parameters. These methods will be theoretically
analyzed and evaluated using simulations.

Chapter 5 will derive a method to estimate the IQ imbalance parameters based on
injecting a part of the LO signal. This method will be theoretically analyzed and
evaluated by simulations. Furthermore, we will discuss the design of a prototype
system to test this method and we will evaluate this method with measurement
results.

Finally, chapter 6 will summarize our findings from the previous chapters and con-
clusions and give directions for future work.
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Chapter 2

Problem description

This chapter will start in section 2.1 with a short overview of the causes of IQ
imbalance. After that, system level models will be derived which describe fre-
quency independent IQ imbalance in time domain and in frequency domain and
the frequency domain model will be extended to also describe frequency selective
IQ imbalance. Section 2.1 will end with a short discussion on typical numbers for
the parameters of these models.

Section 2.2 will give an overview of popular methods to mitigate the effect of IQ
imbalance where pay special attention will be payed to the class of digital estima-
tion and compensation methods.

Section 2.3 will discuss two very popular all digital methods to compensate for
IQ imbalance; one method which operates on the time domain description of the
received signal and one method which operates on the frequency domain descrip-
tion. Furthermore, in that section an equation for the image rejection ratio will be
derived that can be achieved when the accuracy of the estimate is limited.

This chapter will end with a description of the requirements that the solutions
should satisfy in section 2.4.

2.1 IQ imbalance modeling

In typical zero-IF or low-IF quadrature receivers, the inphase branch and quadra-
ture branch are ideally symmetrical. However, the symmetry of the two branches is
limited by other circuitry on the chip and by design and manufacturing limitations.
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A first order approximation of the differences between the two branches results in
a model for the gain and phase mismatch and is called an IQ imbalance model.

In literature, two types of system level IQ imbalance models are popular: the sym-
metrical model where the gain and phase errors are equally distributed over both
inphase and quadrature branch as used by Finol in [5] and the asymmetrical model
where the inphase branch is used as reference and all errors reside in the quadrature
branch as used by Valkama in [6].

While both models take account for the 90 degrees phase mismatch of the local os-
cillator (LO) and gain errors in the analog processing stages, the main difference is
that the second model results in a mathematically more pleasing model, especially
for digital estimation of the imbalance parameters. A detailed comparison of both
models can be found in [7].

In this section, we will show a derivation for the asymmetric model in time domain
for frequency independent IQ imbalance, translate this model to frequency domain
and derive a frequency domain model for frequency selective IQ imbalance. We
will also show the effect on the received signal caused by IQ imbalance.

2.1.1 Modeling frequency independent IQ imbalance in time domain

Figure 2.1 shows a block diagram for a receiver which is impaired with the asym-
metric IQ imbalance model. In this figure, δ indicates the gain error and φ indicates
the phase error in the quadrature branch. The RF stages of the receiver are the an-
tenna, the LNA, the BPF, the LO and (partially), shown on the left hand side of the
dashed line in this figure. The IF stages of the receiver are the output of the mixers,
the LPFs, the automatic gain controls and the ADCs, shown on the right hand side
of the dashed line in this figure.

The low noise amplifier (LNA) and the bandpass filter (BPF) will scale the re-
ceived signal r(t) and give it a phase delay, but for a system level receiver side IQ
imbalance model, this scaling and delaying, as well as the wireless channel transfer
function can be modeled in the transmitted complex baseband signal x(t).

Assume for the moment that there is no mismatch between the low pass filters
LPFI and LPFQ. The received signal in the inphase branch is then

yI(t) = LPFI{cos(ωct)r(t)} (2.1)

where ωc is the LO frequency, r(t) is the RF signal received by the antenna and
LPFI{·} indicates a low pass filtering operation by filter LPFI. The received signal
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Figure 2.1: System level block diagram of a receiver with IQ imbalance errors δ
and φ.

in the quadrature branch is

yQ(t) = −LPFQ{g sin(ωct+ φ)r(t)} (2.2)

with g = 1 + δ. Note that for the ideal case, where there is no IQ imbalance and
thus δ = 0 and φ = 0, this reduces to

yQ(t) = −LPFQ{sin(ωct)r(t)} (2.3)

If the received signal r(t) is an up converted band pass signal, i.e.

r(t) = <{x(t)eiωct
}

= xI(t) cos(ωct)− xQ(t) sin(ωct) (2.4)

where x(t) = xI(t) + ixQ(t) is the complex band pass signal that the receiver
wishes to decode, equations (2.1) and (2.2) can be written as

yI(t) =
1
2
xI(t) (2.5)

and

yQ(t) = −g
2

(xI(t) sin(φ)− xQ(t) cos(φ)) (2.6)
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respectively.

In digital domain, those signals can be combined as

y(t) = 2(yI(t) + iyQ(t))
= xI(t) (1− ig sin(φ)) + ixQ(t)g cos(φ). (2.7)

This can be written as

y(t) = ax(t) + bx∗(t) (2.8)

where a and b are both complex numbers and x∗(t) denotes the complex conjugate
of x(t). In this expression, a scales the wanted complex baseband signal while b
scales the interfering complex baseband signal.

With a = ar + iai and b = br + ibi, equation (2.8) can be rewritten as

y(t) = xI(ar + br + iai + ibi) + ixQ(ar − br + iai − ibi). (2.9)

When we compare equations (2.7) and (2.9), we observe that

1− ig sin(φ) = ar + br + i(ai + bi) (2.10)

and

g cos(φ) = ar − br + i(ai − bi) (2.11)

and thus that

ar + br = 1 (2.12)

and

ai − bi = 0. (2.13)

From this we can conclude that bi = ai and br = 1 − ar and thus we obtain the
relationship

b = 1− a∗. (2.14)

Furthermore, we find that

ai = −g sin(φ)
2

(2.15)
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and

ar =
1 + g cos(φ)

2
(2.16)

and thus

a =
1 + g (cos(φ)− i sin(φ))

2

=
1 + g (cos(−φ) + i sin(−φ))

2

=
1 + ge−iφ

2
. (2.17)

Using equation (2.14), we find for b

b =
1− geiφ

2
. (2.18)

Note that when there is no IQ imbalance, we find that g = 1 and φ = 0 and
therefore a = 1 and b = 0.

Thus, we can conclude that an gain mismatch δ and a phase mismatch φ occurring
in the IF and/or RF stages of a receiver can be modeled completely in IF domain
as

y(t) = ax(t) + bx∗(t) (2.19)

where x(t) is the original transmitted complex baseband signal, y(t) is the received
complex baseband signal, a = 1+ge−iφ

2 and scales the wanted signal and b = 1−a∗
and scales the interfering signal. This is the model as used by Valkama in [6].

The performance of the receiver is usually expressed using the image rejection ratio
(IRR), which is the ratio of signal power of the desired signal and the amount of
leakage of the image signal. This ratio can be calculated from equation (2.19) with

IRR = 10 log10

( |a|2
|b|2
)
. (2.20)

The specification of a certain wireless standard mandates a minimum amount of
suppression, depending on the distance in frequency domain from the signal of
interest. When designing a wireless receiver for such a standard, an IF frequency
has to be chosen, and this IF frequency corresponds with the distance in frequency
domain from the signal of interest. Therefore, the minimum IRR that a receiver
needs to achieve is directly related to the IF frequency and the specification of the
wireless standard.
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2.1.2 Modeling frequency independent IQ imbalance in frequency do-
main

To analyze the effect of IQ imbalance on a received signal in frequency domain,
we need to take the Fourier transform of equation (2.19), which results in

Y (ω) = aX(ω) + bX∗(−ω). (2.21)

where X(ω) and Y (ω) are the Fourier transforms of x(t) and y(t) respectively.

This equation clearly shows that the received signal Y (ω) contains the desired sig-
nal X(ω), scaled with factor a and an interfering component X∗(−ω) originating
from the mirror frequency −ω, scaled with factor b.

Figure 2.2 shows the complex spectrum of the received signal at the antenna of the
receiver and the received signal after down conversion. In this figure, signal R1 is
the received signal at frequency ωc + ωIF before down conversion, when source 1
transmitted the complex baseband signal X1. Similarly, signal R2 is the received
signal at frequency ωc − ωIF before down conversion when source 2 transmitted
the complex baseband signal X2.

The receiver wishes to decode signal R1 at frequency ωc + ωIF in presence of a
strong interfering signal R2 at frequency ωc − ωIF.

This figure visualizes the interference that occurs after down conversion at frequen-
cies ωIF and −ωIF. If signal R2 is much stronger than R1, decoding the complex
baseband signalX1 at frequency ωIF is very hard, since this signal is impaired by a
large amount of interference from signal X2, and it is even possible that the power
of this interfering signal is larger than the signal power of X1, as indicated by this
figure.

2.1.3 Modeling frequency selective IQ imbalance in frequency domain

So far we have only discussed frequency independent IQ imbalance, i.e., the case
where gain and phase errors do not depend on the frequency.

In general, this is true for gain and phase errors which originate in the RF stage of
the receiver, since the RF stage is designed for a frequency which is typically 100
times (or even more) higher than the signal bandwidth in which we are interested.
Thus, at the RF frequency, the parasitics and other sources of IQ imbalance will
not change much over the span of this signal bandwidth due to the low Q of the
IC process. Therefore, the IQ imbalance can be expected to be fairly constant over
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Figure 2.2: Influence of IQ imbalance in the receiver on the received signal spec-
trum. Top: complex spectrum of received signal at antenna. Bottom: complex
spectrum of received signal after down conversion.
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that range. Typically, the local oscillator and the mixers contribute the most to IQ
imbalance originating in the RF stage.

However, the IF stage is usually designed to have a bandwidth equal to (or slightly
larger than) the signal bandwidth for zero-IF receivers, since it has to suppress
adjacent signals. This suppression is done using filters LPFI and LPFQ in the
inphase and quadrature branches as shown in figure 2.1, and both filters should
ideally have an identical frequency response. In this section the situation where the
frequency responses of those filters is not equal will be analyzed, by assuming that
the gain and cutoff frequency of filter LPFQ is different from LPFI.

Please note that for low-IF receivers, the IF stage is designed to have a bandwidth
equal to (or slightly more than) twice the signal bandwidth IF. However, this will
not reduce the expected IQ imbalance, since the signal of interest is in such re-
ceivers located on only the positive (or only the negative) side of the complex
spectrum, and will thus also be located close to the cutoff frequency of the IF filter.

A simple first order low pass filter in the IF stage has a transfer function

H(ω) =
K

1 + iω/ωb
(2.22)

where K is the DC gain and ωb = 1/RC is the cutoff frequency (or break fre-
quency). If the filters in the inphase branch and the quadrature branch of the re-
ceiver of figure 2.1 have the transfer functions

HI(ω) =
KI

1 + iω/ωb,I
(2.23)

and

HQ(ω) =
KQ

1 + iω/ωb,Q
(2.24)

respectively, then the gain error is

g(ω) =
|HQ(ω)|
|HI(ω)|

=
|KQ|
|KI|

|1 + iω/ωb,I|
|1 + iω/ωb,Q| (2.25)

and the phase error is the difference of the phase shift of both filters

φ(ω) = arctan(−ω/ωb,Q)− arctan(−ω/ωb,I) (2.26)
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The gain error as expressed by equation (2.25) is |KQ|
|KI| at ω = 0 and will approach

its limit |KQ|
|KI|

|ωb,Q|
|ωb,I| as the frequency ω increases. The phase error as expressed by

equation (2.26) is 0 at ω = 0, has its maximum at ω = (ωb,I + ωb,Q)/2, and will
slowly converge to its limit 0 if ω increases. This is shown in figure 2.3 forKI = 1,
KQ = 1, ωb,I = 1 and ωb,Q = 1.0201.

The top figure shows the gain error. As can be seen, the gain error is 1 at ω = 0,
which means that there is no difference in gain between the inphase and quadrature
branches. However, for ω 6= 0, the gain error increases to approximally 1% at
ω = ±ωI and approaches the limit of 1.0201 for ω → ±∞.

The middle figure shows the phase error. As can be seen, the phase erorr is 0 at
ω = 0, has a maximum of ±0.57010 at ω = ±(ωI + ωQ)/2 and approaches its
limit 0 for ω → ±∞.

The bottom figure shows the resulting image rejection ratio. As can be seen in this
figure, the IRR approaches ∞ for ω → 0, decreases to 39 dB at ω = ±ωb,I and
approaches the limit of 40dB for ω → ±∞.

From equations (2.25) and (2.26), we can observe the following properties:

g(−ω) = g(ω) (2.27)

and

φ(−ω) = −φ(ω). (2.28)

With a(ω) = 1+g(ω)e−iφ(ω)

2 we obtain thus

a(−ω) = a∗(ω) (2.29)

and with b(ω) = 1− a∗(ω) we also obtain

b(−ω) = 1− a(ω). (2.30)

Therefore, the received signal at frequency ω can be expressed as

Y (ω) = a(ω)X(ω) + b(ω)X∗(−ω). (2.31)

Note that the properties from equations (2.27) and (2.28) only hold for IQ imbal-
ance in the IF stage. If the receiver is also affected by frequency independent IQ
imbalance in the RF stage, these equations are not valid to express the total IQ
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Figure 2.3: Frequency selective IQ imbalance in the receiver caused by a mismatch
of the cut off frequencies in the IF low pass filters. Top: gain error, middle: phase
error, bottom: image rejection ratio.
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imbalance of the receiver. In that case, the total IQ imbalance of the system can be
expressed as

a(ω) =
1 + gIF(ω)gRFe

−i(φ(ωIF)+φRF)

2

=
1 + gIF(ω)gRFe

−iφ(ωIF)e−iφRF

2
(2.32)

and for negative frequencies we find

a(−ω) =
1 + gIF(−ω)gRFe

−iφ(−ωIF)e−iφRF

2

=
1 + gIF(ω)gRFe

iφ(ωIF)e−iφRF

2
. (2.33)

where gIF(ω) and φIF(ω) express the IQ imbalance occurring in the IF stage and
gRF and φRF express the IQ imbalance occurring in the RF stage. In this case, a
straightforward relationship between a(ω) and a(−w) does not exist.

2.1.4 Time varying IQ imbalance

In the previous section we have discussed frequency selective IQ imbalance, which
is the effect that the gain and phase errors have different values when measured at a
different frequency. The assumption there was that those values were constant over
time. Time varying IQ imbalance on the other hand, is the effect that the values for
the gain and phase errors at a certain frequency can change over time, for example
due to ageing or due to a change in temperature. This change in temperature can
be caused for instance by moving the chip to a different environment or switching
on or off some parts of the chip.

When mitigating IQ imbalance using digital estimation, a higher image rejection
ratio will also mean that the system is more sensitive to changes in IQ imbalance
parameters. Such a system will therefore need to update or re-estimate the IQ
imbalance parameters more often.

For this project however, we will limit ourselves by assuming that the IQ imbalance
does not change over time.

2.1.5 Typical numbers

In the previous sections, we have theoretically derived several models for IQ imbal-
ance. In this section, we will briefly discuss the typical values that one can expect
for those parameters in an actual receiver.
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In a state of the art quadrature receiver without advanced analog IQ filtering, the
phase error (φ) in the RF stage is in the order of a few degrees, worst case about
30. The gain error (δ) in such a system is in the order of a few percent, worst
case about 3%. These errors are caused by component mismatches, temperature
gradients and/or LO timing errors. Figure 2.4 shows the real and imaginary parts of
b and the image rejection ratio as colormaps for g = 0.95−1.05 and φ = −5−50.

 

 

0.95 1 1.05

−5

0

5
−0.02

0

0.02

 

 

0.95 1 1.05

−5

0

5 −0.04

−0.02

0

0.02

0.04

 

 

0.95 1 1.05

−5

0

5
30

40

50

60

g

g

g

φ
(0

)
φ

(0
)

φ
(0

)

Figure 2.4: Image rejection ratio parameters for different values of g and φ. Top:
real part of b, middle: imaginary part of b, bottom: image rejection ratio (dB).

Using equations (2.17) and (2.18) to calculate parameters a and b, we find that for
φ = 30 and δ = 3%, a = 1.0143−0.0270i and thus b = −0.0143−0.0270i. This
results in an IRR for the RF stage in the order of 30 dB.

For the IF stage, the cutoff frequency is often limited by the mismatch in resistors
and capacitors, which is can be up to 1%. With 1% mismatch for both resistors and
capacitors, the gain mismatch of two simple first order low pass filters is 1% and
the mismatch in cutoff frequency is 2.01%. This results in an IRR for the IF stage
varying between 46 dB at DC and 39 dB at the cutoff frequency, as shown in figure
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2.3.

Therefore, in a typical quadrature receiver, the frequency independent IQ imbal-
ance in the RF stage will be dominant, but if one wants to achieve very high image
rejection ratios, the frequency dependent IQ imbalance in the IF stage should be
accounted for.

2.2 Mitigation methods

As the previous section showed, IQ imbalance can limit the performance of a wire-
less receiver. There are several methods to reduce the impact of IQ imbalance in
receivers:

• better matching between inphase and quadrature branches and better orthog-
onality between the LO signals,

• tunable RF band pass filter to reduce the image before down conversion,

• polyphase filter between mixer outputs and ADC inputs,

• digital estimation and correction using test tones ,

• digital estimation and correction using pilot tones ,

• digital estimation and correction using data structure ,

• digital estimation and correction using signal structure ,

• digital estimation and correction using statistical signal properties ,

• digital estimation and correction using deliberate LO self mixing.

Better matching between inphase and quadrature branches and better orthogonality
between the LO signals is often not possible, since the inphase and quadrature
branches often already have a careful layout on chip, and orthogonality of the LO
signals is one of the design parameters. This gives an IRR of 30 to 40 dB, which
is not enough for some systems, and additional methods such as listed above are
needed to increase the IRR. We will discuss these methods briefly.
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2.2.1 Tunable band pass filter

A traditional method to improve the image rejection ratio is to include a tunable
band pass filter (BPF) before the mixer, as indicated in figure 2.1. The main pur-
pose of this filter filter is to reduce the image component. However, such a filter
can have very strong requirements. For example, if the receiver operates at an
IF frequency of 200 kHz and the RF frequency of the signal of interest is 1900.2
MHz, the image will be located at 1899.8 MHz. If the receiver has an IRR of 30
dB without this filter, and the intended IRR is 50 dB, the band pass filter should re-
duce the signal at 1899.8 MHz with 20 dB, while leaving the signal at 1900.2 MHz
unaffected. Unfortunately, a tunable filter with such requirements is very difficult
to integrate on chip and therefore this method was discarded for this project.

2.2.2 Polyphase filter in IF stage

Another method to reduce the impact of IQ imbalance is to apply a polyphase
filter between mixer outputs and ADC inputs. A polyphase filter will reduce the
image signal, since it suppresses negative frequency components while leaving
positive frequency components unaffected. However, since this filter can only be
applied after the mixer, it cannot improve the IRR of the mixer and the LO. Any
IQ imbalance in the mixer and the LO, which typically are the most dominant
contributors to the total IQ imbalance in the system, therefore has already caused
image leakage in the received signal and this cannot be undone by this filter. The
total impact of a polyphase filter on the total system performance with respect to
IQ leakage is thus very limited.1

2.2.3 Digital estimation methods

With the increase of digital computation power and better integration of analog and
digital circuits, a recent trend is to use digital methods to estimate the IQ imbalance
parameters.

A simple but important observation for digital estimation is that the DSP which
performs the computations needs either some information about the structure or
statistics of the signal or it needs test tones. We will classify the digital estimation
methods based on the type of information that it exploits.

1Note however that the use of a polyphase filter can be very beneficial if it is necessary to reduce a
very strong image signal in order to prevent clipping of the ADC. This is therefore usually the prime
reason of integrating a polyphase filter.
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One of the properties of a digital estimator is whether the receiver needs to be
switched off during estimation. If it needs to be switched of, the method is called
an offline method and the receiver cannot receive data while performing the esti-
mation. If the receiver does not need to be switched off, the method is an online
method and the receiver can receive data while performing the estimation.

Digital estimation using test tones

The most intuitive way to digitally estimate IQ imbalance parameters is to use a test
tone. This test tone should be a frequency close to the LO frequency and should
be injected just before the RF input of the mixer (or earlier). This method is used
for example by Maeda in [8] to compensate for IQ imbalance in the receiver and
by Liu in [9] to compensate for IQ imbalance in a MIMO OFDM transmitter. The
advantages of using test tones are:

• simple and straight forward estimation of IQ imbalance parameters,

• completely standard independent,

• very fast,

• possibility to estimate frequency dependent IQ imbalance,

The disadvantages are:

• offline,

• risk of LO pulling to test tone frequency,

• risk of radiation of test tone due to leakage of test tone to antenna,

• spectral purity of the test tone requires a big silicon area, which increases
costs,

• additional hardware needed to generate test tone.

Digital estimation using pilot tones

Instead of generating a test tone on chip, it is also possible to use pilot tones present
in the received signal. Such tones are present for example in IEEE 802.11g wireless
LAN signals. The advantages of using these pilot tones are:
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• very fast,

• possibility to estimate frequency dependent IQ imbalance,

• online.

The disadvantages are:

• very standard dependent,

• may require a large buffer (depending on the location of the pilot tones).

Methods based on this principle used for example by Schenk in [10] to compensate
for frequency selective IQ imbalance in both transmitter and receiver, by Schoonen
in [7] to compensate for IQ imbalance in both transmitter and receiver, by Tubbax
in [11] to compensate for IQ imbalance in the receiver and by Tarighat in [12] to
compensate for frequency selective IQ imbalance in the receiver.

Digital estimation using data structure

Since most systems today use digital modulation, the signal is in principle limited
to a finite number of levels (2 for an FSK modulated signals for example, and 16
for 16QAM). Deviations from these levels are caused amongst others by noise,
nonlinear distortions and IQ imbalance. When IQ imbalance is the main source
of these deviations, decision feedback can be used to estimate the IQ imbalance
parameters. This is used for example by Schoonen in [7]. The advantages are:

• very fast,

• possibility to estimate frequency dependent IQ imbalance,

• online.

The disadvantages are:

• very standard dependent.
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Digital estimation using signal structure

If all signals from the standards that the multi-standard receiver should work with,
have constant modulus, a possible solution can be to use a method based on the
constant modulus algorithm. This algorithm, as described for example by Van der
Veen in [13], is typically used to spatially separate two sources which transmit at
the same frequency, but it might be possible to modify this method to separate the
wanted and the interfering signal in an IQ imbalance impaired receiver. The main
assumption for this system would be that both the wanted and the interfering signal
have a constant modulus. The advantages are:

• works with multiple systems (as long as the individual baseband signals are
constant modulus),

• online.

The disadvantages are:

• slow convergence,

• not completely standard independent2.

Since the requirements for our method are that it is very fast and completely stan-
dard independent, this method was not further investigated.

Digital estimation using statistical signal properties

The most common technique for a truly standard independent method is to exploit
the differences in the variances and covariance caused by IQ imbalance in the re-
ceived signals. This method is used for example by Wetzker in [14], by Windisch in
[4] and in an actual 90 nm GSM implementation by Elahi in [15]. A low complex-
ity implementation of this method is used by Moseley in [16]. A similar method,
but with a different approach is used by Yu in [17]. In [5], Finol uses a very low
complexity statistical method to compensate the gain and phase errors in analog
domain. All previously mentioned references use such methods to estimate fre-
quency independent IQ imbalance, but it is also possible to use this principle to
estimate frequency selective IQ imbalance, as proposed by Valkama in [18].

The advantages of this method are are:
2This method is not completely standard independent, since more modern standards use non-

constant modulus signals to increase bandwidth efficiency
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• completely standard independent,

• online,

• works also when there is no signal present (only noise originating from the
antenna and LNA),

• can be used to track time varying IQ imbalance.

The disadvantages are:

• very slow convergence.

Since the requirements for our method included a very fast convergence, this so-
lution was initially rejected. However, because it is such a popular method, this
method is included as a reference in this report in chapter 4. In that chapter we will
also show a way to increase the rate of convergence and we will show a derivation
of this method to estimate frequency selective IQ imbalance.

Digital estimation using deliberate LO self mixing

From reviewing the digital estimation methods above, one could conclude that the
stronger the requirement for standard independency, the slower the convergence of
the estimate will be, with the exception of the method which uses test tones. If both
standard independency and very fast convergence are very strong requirements, a
method which works by only considering the received signal will not be sufficient.

In this report we will present a method which uses the signals from the LO as test
tones to estimate the IQ imbalance parameters. The advantages of this method are

• completely standard independent,

• very fast.

The disadvantages are

• offline,

• not possible to estimate frequency selective IQ imbalance,

• rather complicated method,
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• performance depends on the shape of the LO signals.

Compared to the method which uses test tones, this method has no risk of LO
pulling. Although there is a risk of radiating the LO signal, in most standards some
LO leakage radiation is allowed. Furthermore, no additional test tone generator
hardware is needed. This method will be discussed in more detail in chapter 5.

2.2.4 Method selection

From the class of digital mitigation methods, only the methods which use test tones,
statistical properties or which use deliberate LO self mixing are truly standard in-
dependent. Since the disadvantages of using test tones were considerable, we de-
cided to discard this method and to focus only on methods which use the statistical
properties of the received signal or which use deliberate LO self mixing. These
methods will be explained in the following chapters. In the next section, compen-
sation methods which can be used in combination with digital estimation methods
will be discussed.

2.3 Digital compensation methods

The class of digital estimation methods discussed in the previous section require
a compensation method. In this section, we will discuss two methods to com-
pensate for IQ imbalance which can be used in a digital feed-forward estimator-
compensator combination: the first method operates on the time domain descrip-
tion of a received signal, while the second method operates on the frequency do-
main description. Since the latter method operates in frequency domain, it can
easily be used to compensate for frequency selective IQ imbalance. Furthermore,
at the end of this section, a formula will be derived for the image rejection ratio
that can be achieved when the accuracy of the estimated parameters is limited.

2.3.1 Time domain compensation

If the receiver has perfect knowledge of the parameters a and b, a trivial compen-
sation method is to simply invert the imbalance equations.

For the received signal, we can write the time domain equations as expressed in
equation (2.19) as (

y∗(t)
y(t)

)
= M

(
x∗(t)
x(t)

)
(2.34)
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where

M =
(
a∗ b∗

b a

)
. (2.35)

Thus, we can obtain the least squares estimates of x(t)∗ and x(t) by inverting the
matrix M in this equation:(

x̂∗(t)
x̂(t)

)
= M−1

(
y∗(t)
y(t)

)
, (2.36)

where x̂(t) is the estimate of x(t).

If the receiver is only interested in signal x(t), it is sufficient to compute

x̂(t) =
1
d

(a∗y(t)− by∗(t)) (2.37)

where d is the determinant of M, defined as

d = det
(
a∗ b∗

b a

)
= |a|2 − |b|2
= 2ar − 1. (2.38)

Note that here we used the identity a = 1− b∗ and that ar indicates the real part of
a. For typical values of a, the determinant d is close to 1. Hence, for typical values
of IQ imbalance, the inverse does exist.

Implementation costs

Implementing the compensation algorithm shown in equation 2.37 requires two
complex multipliers and one adder. These multipliers cannot be shared, unless the
clock frequency of the DSP is doubled. Furthermore, the DSP needs to calculate
once the inverse of the determinant. If the calculation of this division is allowed to
take a relatively long time, this can be implemented using only additions by using
a restoring division algorithm, as shown by Goldschmidt in [19].

If faster division is needed, one could use for example the Newton-Raphson method,
which requires an additional multiplier.

33



2.3.2 Frequency domain compensation

When it is more convenient to apply the IQ imbalance compensation in frequency
domain, for example, for certain OFDM systems or when the receiver is limited
by frequency selective IQ imbalance, one can write the equations for frequency
selective IQ imbalance in frequency domain, as expressed in equation (2.31), as(

Y ∗(−ω)
Y (ω)

)
= M(ω)

(
X∗(−ω)
X(ω)

)
(2.39)

where

M(ω) =
(
a∗(−ω) b∗(−ω)
b(ω) a(ω)

)
. (2.40)

Therefore, we can obtain X∗(−ω) and X(ω) by inverting the matrix M(ω) in this
equation. If the receiver is only interested in signalX(ω), it is sufficient to compute

X̂(ω) =
1

d(ω)
(a∗(−ω)Y (ω)− b(ω)Y ∗(−ω)) (2.41)

where X̂(ω) is the estimate of X(ω) and d(ω) is the determinant of M(ω):

d(ω) = det (M(ω))
= a∗(−ω)a(ω)− b∗(−ω)b(ω). (2.42)

The implementation costs of this algorithm are similar to the implementation costs
of the time domain compensation algorithm.

Both this method and the time domain method can be done purely in digital do-
main. There may be other compensation techniques in digital, analog or mixed
digital/analog domain than the ones shown above. However, since the main focus
of this work is on estimating the imbalance parameter a, we will not investigate the
compensation aspect any further in this document.

2.3.3 Image rejection ratio gain

If the receiver has imperfect estimates of the imbalance parameters, a residual im-
age will be present after compensation. In this section we will calculate what the
image rejection ratio will be after compensating with these imperfect estimates. In
this section, we will assume the system is impaired with frequency independent IQ
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imbalance. However, a similar analysis can be made for imperfect estimates for
the frequency selective IQ imbalance parameters.

Suppose the receiver makes an error ε in estimating a, i.e.

â = a+ ε (2.43)

and thus

b̂ = b− ε∗ (2.44)

where ε is complex valued.

In that case, the receiver only has an estimate of the imbalance matrix M:

M̂ =
(
â∗ b̂∗

b̂ â

)
. (2.45)

The determinant of this matrix is

d̂ = |â|2 − |b̂|2
= 2<{a+ ε} − 1
= 2ar + 2εr − 1 (2.46)

with a = ar + iai and ε = εr + iεi.

The estimate of signal x(t) after compensation is then

x̂(t) =
d− ε
d

x(t) +
ε∗

d
x∗(t)

= αx(t) + βx∗(t) (2.47)

with β = 1− α∗.
The image rejection ratio (IRR) after compensation is thus

IRRpost = 10 log10

( |α|2
|β|2

)
= 10 log10

(
(2ar − 1)2 + 2εr(2ar − 1) + |ε|2

|ε|2
)
. (2.48)

This equation predicts the IRR of a receiver after compensation with an estimate
of a when this estimate has an error ε. The gain in image rejection ratio is

IRRgain = IRRpost − IRRpre (2.49)

with

IRRpre = 10 log10

( |a|2
|b|2
)
. (2.50)
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2.4 Estimator and compensator requirements

In the previous sections, we have discussed several mitigation methods. In this
section we will discuss in more detail the requirements that those methods should
meet for a multi-standard radio receiver.

For a system that can handle GSM, GPRS, EDGE, UMTS and LTE and which
should be as standard independent as possible, as discussed in chapter A.1, it is
clear that it should have at least an IRR which satisfies all these standards. When
the LO frequency in the receiver is chosen such that the adjacent channel coincides
with the frequency of the image signal, the GSM standard mandates the largest
IRR of 50 dB, as shown by Maeda in [8].

While the gain and phase mismatch can change slightly over frequency and time,
we can for simplicity assume that the dominant errors are frequency and time in-
dependent.

The requirements for the estimator and compensator were given as:

• the method should achieve at least 50 dB IRR for frequency independent IQ
imbalance and under the assumption that the IQ imbalance parameters do
not change over time,

• the method should have at least 100 times faster convergence speed than the
well known statistical methods,

• it should be possible to integrate the method on chip,

• the method should not use test tones, generated with additional test tone
generation hardware,

• the method should be completely standard independent.

2.5 Summary

In this chapter, we derived a time domain model for IQ imbalance in the analog
front-end of a wireless receiver. The model showed the effect of gain and phase
errors in the analog front-end on the received signal, under assumption that these
errors were time and frequency independent. We have also shown a similar model
for a frequency domain description of the received signal, such as is often used
in ODFM systems, and we derived a frequency domain description for frequency
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selective gain and phase errors in the IF front-end, which typically occur when the
IF filters have a cutoff frequency mismatch.

We have also given an overview of mitigation methods where we paid special atten-
tion to methods which used digital estimation and compensation. Furthermore, we
derived an equation for the image rejection ratio when the estimation accuracy is
limited and we concluded this chapter with a list of requirements for the mitigation
method for this project.
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Chapter 3

Source neglecting method

A very intuitive approach to estimating IQ imbalance parameters could be to as-
sume that the interfering signal (X(−ω)) is much stronger than the wanted signal
(X(ω)). Since X(−ω) is very strong, the received signal Y (ω) will have a strong
leakage component originating from X(−ω); the power of the leaked signal is
possibly even larger than the signal power of X(ω). However, the received signal
Y (−ω) will hardly have any leakage from X(ω) and it will be very easy to decode
Y (−ω). The method of source neglecting assumes that there is no leakage at all
on signal X(−ω), and this signal could be used as a pure reference to estimate the
IQ imbalance parameters.

This chapter show why this approach is not a very good approach and why more
effort is needed to find an appropriate standard independent estimator.

3.1 Derivation

In frequency domain, the problem can be described as(
Y ∗(−ω)
Y (ω)

)
=
(
a∗ b∗

b a

)(
X∗(−ω)
X(ω)

)
(3.1)

for two narrowband signals X(−ω) and X(ω) at frequencies −ω and ω.

The method now assumes that the leakage of X(ω) onto X(−ω) can be neglected,
and that Y (−ω) is clean, in other words: it assumes that the previous equation can
be approximated by(

Y ∗(−ω)
Y (ω)

)
≈
(
a∗ 0
b a

)(
X∗(−ω)
X(ω)

)
. (3.2)
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Furthermore, this method assumes that

Y (−ω) + Y ∗(ω) = X(−ω) +X∗(ω) (3.3)

can be approximated by

Y (−ω) + Y ∗(ω) ≈ X(−ω). (3.4)

Now a can be estimated (approximately) by calculating

â =
Y (−ω)

Y (−ω) + Y ∗(ω)
. (3.5)

3.2 Residual error

In the previous section, we derived an estimator for the IQ imbalance parame-
ter a, assuming that the leakage signal from the weakest signal can be neglected.
However, if we use this estimate to compensate for IQ imbalance using the com-
pensator as described in section 2.3.2, it will not completely cancel the interference
from signal X(−ω) onto X(ω). The amount of interference that is left depends on
the type of signals and the exact realization of the signals. Hence, we can conclude
now that this method is not very accurate neither very standard independent and a
different approach is needed to find a standard independent estimator.
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Chapter 4

Statistical methods

This chapter will discuss estimation algorithms based on the statistical properties
of the received signals. Section 4.1 will discuss some basic statistical signal prop-
erties. In section 4.2 an algorithm which operates on signals in time domain to es-
timate frequency independent IQ imbalance will be discussed, followed by a very
similar algorithm based on signals in frequency domain representation in section
4.3. Furthermore, the frequency domain algorithm will be extended to estimate
frequency selective IQ imbalance in section 4.4.

Additionally, algorithms from the models presented in chapter 2 will be derived,
it will be prove that they converge to the correct values, their rate of convergence
will be analyzed and the results will be compared using simulations. Furthermore,
a method to increase the rate of convergence for this class of estimators will be
proposed in section 4.3.1.

This chapter will end with a short summary of the results and findings.

4.1 Statistical properties

The expectation of a stochastic signal x(t) is defined as

E[x(t)] =
∫ ∞
−∞

x(t)dt

= µx. (4.1)
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The variance of signal x(t) is defined as

var[x(t)] = E[(x(t)− µx)(x(t)− µx)∗]
= E[x(t)x∗(t)]− µxµ∗x
= σ2

x, (4.2)

where (x(t)− µx)∗ is the complex conjugate of (x(t)− µx).

The covariance of these two signals is defined as

cov [x(t)y∗(t)] = E [(x(t)− µx)(y(t)− µy)∗]
= E[x(t)y∗(t)]− µxµ∗y. (4.3)

Note that for most wireless standards, the expectation of the transmitted complex
baseband signal is 0, and therefore, the expectation, variance and covariance reduce
to

E[x(t)] = 0, (4.4)

var[x(t)] = E[x(t)x∗(t)] (4.5)

and

cov[x(t)y∗(t)] = E[x(t)y∗(t)]. (4.6)

When x(t) and y(t) are also real valued signals, the variance and covariance reduce
to

var[x(t)] = E[x2(t)] (4.7)

and

cov[x(t)y(t)] = E[x(t)y(t)]. (4.8)

These properties will be used extensively in the next sections.
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4.2 Frequency independent IQ imbalance estimation us-
ing time domain signal descriptions

The time domain system model for frequency independent IQ imbalance as derived
in section 2.1.1 can be written as a combination of a real and an imaginary part:

y(t) = ax(t) + bx∗(t)
= xI(t) + i(2aixI(t) + (2ar − 1)xQ(t)). (4.9)

Thus we find for the real part of the received signal

yI(t) = xI(t) (4.10)

and for the imaginary part

yQ(t) = 2aixI(t) + (2ar − 1)xQ(t). (4.11)

The variance of the real part is

E
[
y2
I (t)

]
= PxI , (4.12)

and of the imaginary part, it is

E
[
y2
Q(t)

]
= 4a2

i PxI + (2ar − 1)2PxQ , (4.13)

where E [z(t)] is the expectation of signal z(t) and PxI is the power of the received
signal in the inphase branch and PxQ is the power of the received signal in the
quadrature branch. Furthermore, the covariance of signals yI(t) and yQ(t) is

E [yI(t)yQ(t)] = 2aiPxI . (4.14)

Assume now that PxQ = PxI , which holds when the transmitted data xI(t) is
independent of xQ(t). This is true for most wireless receiver systems which do
not synchronize the LO signal with the received signal. We can then estimate the
imaginary part of a with

âi =
E [yI(t)yQ(t)]
2 E

[
y2
I (t)

] (4.15)

and the real part with

âr =
√
R+ 1

2
(4.16)
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where

R =
E
[
y2
Q(t)

]
− 2âi E [yI(t)yQ(t)]

E
[
y2
I (t)

] . (4.17)

The assumption here is that E
[
y2
Q(t)

]
− 2âi E [yI(t)yQ(t)] ≥ 0. This assumption

is valid since E
[
y2
Q(t)

]
− 2âi E [yI(t)yQ(t)] = (2ar − 1)2PxI and ar ∈ R.

The method described above is used for example by Wetzker in [14], and a com-
putationally more efficient method is used by Moseley in [16].

In an actual implementation, the expectations for y2
I (t), y2

Q(t) and yI(t)yQ(t) can
be estimated by calculating the sample mean for these signals, i.e. E = 1

N

∑N
n=1 z[n]

is the sample mean for z[n], the sampled version of z(t) with z[n] = z(n/fs).
z(t) here, can be y2

I (t), y2
Q(t) or yI(t)yQ(t). It can be proven that the sample

mean estimator is optimum from a maximum likelihood point of view, and because
E[y(t)] = 0, this estimator is also unbiased.

Since this method is sensitive to DC offsets, it is recommended to perform a static
DC offset calibration on the received signal y(t) before calculating the variances
and covariance, or to perform an online blind DC offset calibration for example by
using

ỹ(t) = y(t)− E [y(t)] (4.18)

and to calculate the statistical properties from equations (4.12) - (4.14) based on
signal ỹ(t) instead of y(t).

Implementation costs

An implementation of this algorithm requires three multipliers to calculate the sam-
ple means. These multipliers cannot be shared without increasing the clock speed
of the DSP. Once the sample means are calculated, the DSP needs to calculate one
division, for which one of the multipliers can be reused. Furthermore, a square
root needs to be calculated, which can be implemented for example by using the
Newton-Raphson method as shown by Kaw in [20]. This method requires one
multiplier, for which also one of the multipliers can be reused. Therefore, this
algorithm requires only three multipliers to implement.
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4.2.1 Rate of convergence

The statistical method for frequency independent IQ imbalance, as derived in the
previous section is rather simple and convergence of the means to the correct es-
timate is guaranteed when the receiver can take an infinite number of samples. In
reality however, this is not possible and thus the receiver will never have a perfect
estimate of a and thus the image rejection ratio will always be finite.

In order to predict how large the IRR will be when the receiver has N samples,
with N < ∞, we need an expression for the rate of convergence of the estimate
of a. This is an expression for the number of samples that are needed to achieve
a certain accuracy of â, assuming that the input signals are sampled at the Nyquist
rate. This expression can be used to derive an expression for the expected IRR.
Unfortunately, deriving a equation for the rate of convergence for the time domain
estimator is not trivial and in fact it is easier to do in the frequency domain.

In section 4.3.1 we will analyze the rate of convergence for the algorithm based
on calculating statistical properties of the received signals in frequency domain,
and there we will also show a derivation for the expected IRR as function of the
number of samplesN and the power of the received signals. For now, it is sufficient
to revert to simulations and to present the equation for an approximation of the
expectation of the IRR:

E [IRRpost] ≈ 10 log10

(
4N(Pn + Pp)2

PnPp

)
. (4.19)

In this equation Pn is the power of the received signal on the negative side of the
spectrum, Pp is the power of the received signal on the positive side of the spectrum
and N is the number of samples. The assumption here is that the sample frequency
is twice the cutoff frequency fb of the IF filters and that the spectral densities of
the received signals from −fb to 0 and from 0 to fb are both uniform.

Figure 4.1 shows the result of simulations which compute the image rejection ratios
after compensation for different power levels of the input when the input signal
x(t) is noise with a complex Gaussian distribution x(t) ∼ N(0,Pn + Pp), where
0 is the expectation of x(t) and Pn + Pp is its variance. The horizontal axis shows
the number of samples and the vertical axis shows the image rejection ratio. The
horizontal line indicates the image rejection ratio before compensation, the noisy
line indicates the IRR after compensation and the slanted line without marks shows
the expected IRR according to equation (4.19).

As we can see from these figures, the IRR scales logarithmically with the number
of samples and with the difference in power of Pn and Pp (in dB). Furthermore,
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we observe that the expected IRR from equation (4.19) coincides very well with
the results of the simulations.

We conclude now that, depending on the power levels of the received signals, the
receiver needs to collect 101 to 105 samples to achieve an IRR of 50 dB, and 102

to 106 samples to achieve 60 dB.

4.3 Frequency independent IQ imbalance estimation us-
ing frequency domain signal descriptions

The frequency independent IQ imbalance model as derived in section 2.1.2 can be
rewritten in discrete frequency domain as

Yk = aXk + bX∗−k (4.20)

where k is the frequency index and Xk = X
(

2k
NT

)
(with −N/2 ≤ k < N/2) is

the discrete time Fourier transform of x(t), T is the sampling period and N is the
number of samples.

The complex conjugate of the received signal at frequency index −k is

Y ∗−k = a∗X∗−k + b∗Xk. (4.21)

Combining these two equations we find the property

Yk + Y ∗−k = X∗−k +Xk. (4.22)

Assume now that Xk and X−k are statistically independent and have unknown
signal powers Pk and P−k. Furthermore, assume that the input signals contain
signal components occurring only on frequencies 2k

NT , such that no spectral leakage
occurs when applying a discrete Fourier transform. This is valid for example in
typical OFDM systems.

We then find for the covariance of Yk + Y ∗−k

E
[|Yk + Y ∗−k|2

]
= Pk + P−k (4.23)

and for the covariance of Yk and Y ∗−k

E [YkY−k] = ab(Pk + P−k). (4.24)
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Figure 4.1: IRR achieved by the frequency independent IQ imbalance estimator
using statistical properties of time domain signals versus the number of samples
for different power levels of the received signals.
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From the ratio R = E[YkY−k]

E[|Yk+Y ∗−k|2]
, we now find

R =
E [YkY−k]

E
[|Yk + Y ∗−k|2

]
= ab

= a− |a|2 (4.25)

where we again used the property b = 1 − a∗. Note that this ratio is independent
of frequency index k.

Writing a = ar + iai, we find

R = ar − a2
r − a2

i + iai. (4.26)

Thus, if we also split R in real and imaginary parts with R = Rr + iRi, we can
estimate the I/Q imbalance parameters ar and ai with

âi = Ri (4.27)

and

âr =
1
2
± 1

2

√
1− 4(â2

i +Rr). (4.28)

For this method, it is easy to see that when either Xk = 0 or X−k = 0 (in other
words: when there is no interfering signal), the estimate of a is converged to the
correct value already after two samples.

In an actual implementation, the expectation of signal Zk can be estimated using
the sample mean of Zk: E = 1

N

∑N
n=1 Zk,n where Zk,n = YkY−k or Zk,n =

|Yk+Y ∗−k|2. It can be proven that this estimator is optimum in maximum likelihood
sense, and since E[Yk] = E[Y−k] = 0, the sample mean estimator is also unbiased.

Note that this method, in contrast to the time domain based method of the previous
section, is independent of DC offsets.

Implementation costs

Implementation of this method requires two complex multipliers to calculate the
sample means. Once the sample means are calculated, one division, multiplier
and one square root are needed to estimate ar and ai. The division method can be
implemented using Newton-Raphson, which requires one multiplier. This multi-
plier can be reused from the previous multipliers. Once this division is calculated,
the same multiplier can be used to calculate âi, and after that, again the same
multiplier can be used to calculate the square root function by using for example
Newton-Raphson.
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4.3.1 Rate of convergence

Theoretical analysis

As we have observed in simulations in section 4.2.1, the rate of convergence of the
time domain statistical method depends on the number of samples N and on the
power levels Pn and Pp of the received signals. In this section, we will analyze the
rate of convergence of the method presented in the previous section depending on
N and Pn and Pp. Note that we assume in this analysis that the signals are sampled
at the Nyquist rate, that we have received N samples and that we take an N -point
DFT to have a frequency domain description of this signal.

The method shown in the previous section calculates

R =
Ep

Es

=
E [YkY−k]

E
[|Yk + Y ∗−k|2

] . (4.29)

The numerator is calculated by taking the mean for N samples by

Ep =
1
N

N∑
k=1

YkY−k

= ab
1
N

N∑
k=1

(|Xk|2 + |X−k|2
)

+ a2 1
N

N∑
k=1

X−kXk + b2
1
N

N∑
k=1

X∗−kX
∗
k .

(4.30)

When X−k and Xk have a complex Gaussian distribution with zero mean and
variances P−k and Pk respectively, then |X−k|2 and |Xk|2 have a Chi square dis-
tribution with 2 degrees of freedom, as shown by Proakis in [21], noted as

|Xk|2 ∼ χ2
2(Pk, P 2

k )

|X−k|2 ∼ χ2
2(P−k, P 2

−k) (4.31)

where Pk and P 2
k are the mean and variance of |Xk|2, and P−k and P 2

−k are the
mean and variance of |X−k|2, respectively. Furthermore, bothX−kXk andX∗−kX

∗
k

have a normal product distribution with zero mean and variance P−kPk.
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The denominator is calculated by

Es =
1
N

N∑
k=1

|Y ∗−k + Yk|2

=
1
N

N∑
k=1

(|Xk|2 + |X−k|2
)

+
1
N

N∑
k=1

X−kXk +
1
N

N∑
k=1

X∗−kX
∗
k . (4.32)

The ratio R is then

R = ab
1
N

∑N
k=1

(|X−k|2 + |Xk|2
)

1
N

∑N
k=1 (|X−k|2 + |Xk|2) + 1

N

∑N
k=1X−kXk + 1

N

∑N
k=1X

∗
−kX

∗
k

+

a2
1
N

∑N
k=1X−kXk

1
N

∑N
k=1 (|X−k|2 + |Xk|2) + 1

N

∑N
k=1X−kXk + 1

N

∑N
k=1X

∗
−kX

∗
k

+

b2
1
N

∑N
k=1X

∗
−kX

∗
k

1
N

∑N
k=1 (|X−k|2 + |Xk|2) + 1

N

∑N
k=1X−kXk + 1

N

∑N
k=1X

∗
−kX

∗
k

(4.33)

which can also be written as

R = ab− ab
2<
{

1
N

∑N
k=1X−kXk

}
1
N

∑N
k=1 (|X−k|2 + |Xk|2) + 2<

{
1
N

∑N
k=1X−kXk

}+

a2
1
N

∑N
k=1X−kXk

1
N

∑N
k=1 (|X−k|2 + |Xk|2) + 2<

{
1
N

∑N
k=1X−kXk

}+

b2
1
N

∑N
k=1X

∗
−kX

∗
k

1
N

∑N
k=1 (|X−k|2 + |Xk|2) + 2<

{
1
N

∑N
k=1X−kXk

} . (4.34)

This equation shows the limit value of R, which is ab, and the error in R when N ,
the number of samples, is limited.

Using the property

|p|2 + |q|2 + 2<{pq} ≤ 2
(|p|2 + |q|2) (4.35)

we find R ≤ RUB with

RUB = ab +

a2 1
N

∑N
k=1X−kXk − 2ab<

{
1
N

∑N
k=1X−kXk

}
+ b2 1

N

∑N
k=1X

∗
−kX

∗
k

2 1
N

∑N
k=1 (|X−k|2 + |Xk|2)

.

(4.36)
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We have seen before that |X−k|2 and |Xk|2 are Chi square distributed. Using
the central limit theorem according to Montgomery in [22] and Weisstein in [23],
we then find that 2 1

N

∑N
k=1

(|X−k|2 + |Xk|2
)

is Gaussian distributed with mean

2 (P−k + Pk) and variance
4(P 2

−k+P
2
k )

N . When N is large, this variance will be
small and 1

1
N

PN
k=1(|X−k|2+|Xk|2)

can be approximated with

1

2 1
N

∑N
k=1 (|X−k|2 + |Xk|2)

≈ 1
2 (P−k + Pk)

. (4.37)

For typical values of IQ imbalance, a is close to 1 and thus b and ab are close to 0,
and therefore, the term a2 1

N

∑N
k=1X−kXk will have the largest influence on the

error term in RUB. Thus, we approximate RUB with

RUB ≈ ab+ a2 1
2 (P−k + Pk)

1
N

N∑
k=1

X−kXk. (4.38)

We have also seen that X−kXk is distributed according to the zero mean normal
product distribution, with variance P−kPk. Using the central limit theorem, we find
that a2 1

2(P−k+Pk)
1
N

∑N
k=1X−kXk has variance a4P−kPk

4N(P−k+Pk)2
, which, for practical

values of a, is close to P−kPk
4N(P−k+Pk)2

. Therefore, the error term ε in the estimate of
a has a complex Gaussian distribution with zero mean and variance

σ2
ε ≈

PnPp

4N(Pn + Pp)2
. (4.39)

Recall from equation (2.48) in section 2.3.3 that the image rejection ratio after
compensation is

IRRpost = 10 log10

(
(2ar − 1)2 + 2εr(2ar − 1) + |ε|2

|ε|2
)
. (4.40)

Since ε is complex Gaussian distributed, |ε|2 is Chi square distributed with two
degrees of freedom. The mean of |ε|2 is σ2

ε , and its variance is σ4
ε .

For practical values of a we have a ≈ 1, hence (2ar − 1) is close to 1, and we can
approximate the expected image rejection ratio after compensation with

IRRpost ≈ 10 log10

(
(2ar − 1)2

|ε|2
)

≈ 10 log10

(
1
|ε|2
)
. (4.41)
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For the expected IRR, we now deduce

E [IRRpost] ≈ 10 log10

(
4N(Pn + Pp)2

PnPp

)
. (4.42)

This equation confirms our result from the previous section that when either Pn or
Pp is 0 (thus, when there is no interfering signal), the estimate of a is converged
to the correct value already after two samples, and the IRR after compensation is
infinite. Furthermore, this equation corresponds well with the equation derived by
Windisch in [24].

A plot of the order of the number of samplesN that one needs in order to achieve a
certain expected IRR given a certain interference level (Pp) is shown in figure 4.2.
As we can see from this image, if the power of the interfering signal is more than
10 dB larger than the power of the wanted signal, the IRR scales approximately
linear with the power of this interfering signal (for a given number of samples).

This leads us to the following conclusion: if the number of samples used for the es-
timation is fixed, the IRR after compensation scales almost linear with the strength
of the interfering signal: if the interfering is 10 dB stronger, the IRR after compen-
sation will also be 10 dB stronger.

Thus, by fixing N to, for example, 1000, the expectation of the IRR after compen-
sation will be approximately 60 dB in case the interfering signal is 30 dB stronger
than the wanted signal, but it will only be 40 dB in case the interfering signal is just
10 dB stronger. The IRR is therefore dynamic: high when the interfering signal is
high, but low when the interfering signal is also low, and the signal to interference
ratio after compensation will be approximately constant.

Therefore, an implementation can be based on a fixed number of samples without
having to detect and adapt to the interference level. Note however, that a straight-
forward implementation of this estimator with a fixed number of samples can have
a significant drawback. If a fixed number of samples is used, the target signal to in-
terference ratio (SIR) is reached immediately after the estimation period. However,
if after this estimation period, the power level of the interfering signal is increased
(or similarly, the power level of the wanted signal is decreased), the SIR after com-
pensation will decrease and can become lower than the target SIR if no additional
measures are taken.

Simulations

Figure 4.3 shows the image rejection ratios for different power levels of the input
signals. As we can see from this figure, the IRR for this algorithm also scales
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achieve a certain image rejection ratio (on vertical axis) against the power dif-
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the time domain statistical method)
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logarithmically with the number of samples.

Furthermore, the performance of this algorithm when Pp is 0, 10 or 20 dB, is
identical to the performance of the time domain algorithm shown in figure 4.1 and
the rate of convergence increases 10 dB for every 10 dB increase of Pp. However,
if Pn is more than 20 dB larger than Pp, the rate of convergence becomes limited:
if Pn is 30 dB, we see approximately 5 dB improvement, and when Pn is more than
30 dB, we don’t see any improvement at all in the rate of convergence.

The explanation for this saturation of the rate of convergence is that the frequency
domain method uses a DFT to transform the time domain samples into a frequency
domain signal, and then calculates the covariance of Yk and Y−k. This method
assumes that for an N point time domain signal, a corresponding N point DFT is
calculated. However, when N is large, this becomes very computationally inef-
ficient. In order to increase the speed of the simulations, we used a block based
approach, where the block size of the DFT was significantly smaller than N . Sim-
ulations confirmed that by increasing the block size, the level at which saturation
of the IRR convergence rate occurred was increased and the algorithm came closer
to the performance of the time domain statistical method.

We can conclude now that, depending on the power levels of the signals, the re-
ceiver needs to collect 103 to 105 samples to achieve an expected IRR of 50 dB,
and 104 to 106 samples to achieve 60 dB. This however, does depend on the block
size of the DFT.

Improving the rate of convergence

Equation (4.42) shows the rate of convergence for the estimators derived in sections
4.2 and 4.3. Since these estimators are optimal from a maximum likelihood point
of view, the rate of convergence cannot be increased by more advanced filtering of
the digital signals. However, we have seen that the expected IRR depends not only
on the number of samples, but also on the difference in power in the negative and
the positive side of the frequency spectrum. Therefore, by influencing this power
spectrum, we can influence the rate of convergence.

One way to influence this power spectrum is to add an adjustable notch filter be-
tween the LNA and the mixer. This filter should be adjustable so that during esti-
mation it is always placed on the weakest of both wanted and interfering signal.

Suppose that a receiver needs an IRR of 50 dB. Assuming an input spectrum ac-
cording to figure 4.4, the receiver would need at least N samples. In this figure, Pd

is the difference between the power of the interfering signal and the wanted signal
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Figure 4.3: IRR achieved by the frequency independent IQ imbalance estimator us-
ing statistical properties of frequency domain signals versus the number of samples
for different power levels of the received signals.
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(in dB). For the following section, assume that the power of the interfering signal
is much larger than the power of the wanted signal.
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Figure 4.4: Spectrum before and after down conversion.

Assume now that the receiver contains a tunable RF notch filter that attenuates the
interfering signal by 3 dB, as indicated by figure 4.5.
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Figure 4.5: Spectrum before and after down conversion when the notch is placed
on the interfering signal.

In that case, the IRR that has to be achieved by the rest of the system is reduced by
3 dB. However, since Pd is also reduced by 3 dB, the receiver still needs N samples
to achieve a total IRR of 50 dB.
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However, if the receiver tunes the notch filter to suppress the wanted signal during
estimation, Pd is increased by 3 dB, as is indicated by figure 4.6.
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Figure 4.6: Spectrum before and after down conversion when the notch is placed
on the interfering signal.

Pd is now 6 dB larger compared to when the notch was placed on the interfering
signal. Since the IRR that has to be achieved by the rest of the system (without the
notch filter) is 3 dB lower, the number of samples that the receiver needs is reduced
by a factor 4.

We can conclude now that by adding a notch filter which suppresses the power
of the weakest signal of interfering and wanted signal during estimation time and
then moving the notch over to the interfering signal after estimation, the number
of samples that are needed to achieve a certain SIR is reduced by approximately a
factor of 4 for every 3 dB suppression that this filter will give in case there is a large
difference in signal strength between the interfering and the wanted signal. There-
fore, in case the interfering signal is the strongest of both, the number of samples
that would have to be considered lost is reduced by a factor of 4. Additionally,
the estimation time is reduced and thus the system has a shorter start-up delay and
needs to perform less calculations.

Note however, that in a practical implementation, a notch filter which suppresses
the image with more than 3 dB is very difficult to realize. Suppressions of 1.5
to 3 dB are more realistic, which correspond with a reduction by a factor of 2 to
4. However, this number depends on the IF frequency and the bandwidths of the
wanted and interfering signals.
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4.4 Frequency selective IQ imbalance estimation using fre-
quency domain signal descriptions

In the previous section we have derived a method to estimate the IQ imbalance
errors using statistical properties of the received signal in frequency domain. This
method results in an estimate of a for every pair of frequency indices k and −k
where obviously â−k = âk, since the IQ imbalance was assumed to be frequency
independent. In this section we will derive a method to estimate IQ imbalance
errors in case the IQ imbalance is frequency dependent.

In section 2.1.3 we have derived a model for frequency selective IQ imbalance
occurring in the IF stages of a receiver. When the received signal is sampled and
transformed using a DFT, we obtain the following signal model for the received
signal on frequency index k

Yk = akXk + bkX
∗
−k. (4.43)

For completeness, the conjugated received signal on frequency index −k is

Y ∗−k = a∗−kX
∗
−k + b∗−kXk. (4.44)

Note that bk = 1−a∗k and thus that ak + bk = 1 + 2 i ak,i and ak− bk = 2ak,r−1.
Note also that |ak|2 − |bk|2 = 2ak,r − 1. These properties will be used in the
following derivation.

Please note furthermore that g−k = gk and φ−k = −φk. This results in a−k = a∗k
and b−k = b∗k and thus |a−k|2 = a−k a∗−k = a∗kak = |ak|2.

Assume further that the transmitted signals on frequencies k and −k, i.e. Xk and
X−k, are statistically independent and have unknown signal powers Pk and P−k.

Let us now define E1 as the variance of Yk + Y ∗−k

E1 = E
[|Yk + Y ∗−k|2

]
= E

[|(ak + bk)(Xk +X∗−k)|2
]

= (1 + 4a2
k,i)(Pk + P−k) (4.45)

and E2 as the variance of Yk − Y ∗−k
E2 = E

[|Yk − Y ∗−k|2]
= E

[|(ak − bk)(Xk −X∗−k)|2
]

= (2ak,r − 1)2(Pk + P−k). (4.46)
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The variance of Yk is E
[|Yk|2] = |ak|2Pk + |bk|2P−k. Let us furthermore define

E3 as the difference in variance of signals Yk and Y−k:

E3 = E
[|Yk|2]− E

[|Y−k|2]
= (|ak|2 − |bk|2)(Pk − P−k)
= (2ak,r − 1)(Pk − P−k). (4.47)

Finally, using the covariance of signals Yk and Y−k

E [YkY−k] = akb
∗
kPk + a∗kbkP−k (4.48)

we define

E4 = E
[
Y ∗k Y

∗
−k
]− E [YkY−k]

= (a∗kbk − akb∗k)(Pk − P−k)
= 2i ={a∗kbk} (Pk − P−k)
= 2i ak,i(2ak,r − 1)(Pk − P−k) (4.49)

where ={x} indicates the imaginary part of x.

We can now estimate the imaginary part of ak using

âk,i = −i E4

2E3
. (4.50)

Moreover, using

E2

E1
=

(2ak,r − 1)2

1 + 4a2
k,i

(4.51)

we can estimate the real part of ak with

âk,r =
1
2
± 1

2

√
E2

E1

√
1 + 4â2

k,i. (4.52)

Thus, âk is found using âk = âk,r + iâk,i, and we obtain â−k with â−k = â∗k.

Implementation costs

An actual implementation of this algorithm using K frequency bins requires 5K
complex multipliers to calculate the sample means for every pair of frequencies k
and −k.
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Once the sample means are known, the DSP needs to calculate âk,i, for which K
multipliers can be reused. At the same time, K other multipliers can be used to
calculate E2/E1 for every frequency pair k and −k. Finally, K multipliers can be
used to calculate the square root in equation 4.52 to estimate âk,r.

The implementation costs for this method are quite modest for one frequency pair
and comparable to the implementation costs of the frequency independent estima-
tors. However, the costs can be high if the system needs to calculate the estimates
for many frequency pairs, since the costs scale linearly with the number of fre-
quency pairs.

Nonlinear fitting

The estimator as derived in the previous section results in independent estimates
for every frequency pair k and−k, in other words: in general, ak 6= al for all l 6= k
and ak 6= a∗l for all l 6= −k. When the number of frequency indices is large and
the number of samples relatively small, there are few samples which can be used
to estimate ak. This results in quite noisy estimates of ak.

If the frequency selective IQ imbalance is caused by a mismatch in the IF filters
the actual cause of this frequency selective behaviour is a mismatch in cutoff fre-
quencies of those filters. Thus, by estimating the cutoff frequencies, we might be
able to smooth the IQ imbalance estimates. To do this, we will fit the estimated IQ
imbalance errors with the expected filter error transfer function, assuming that the
IF filters are first order low pass filters.

Recall first that ak = 1+gke
−iφk

2 , and thus the gain error g at frequency index k
results from the estimate ak by calculating

gk = |2ak − 1|
=
√

4a2
k,r − 4ak,r + 1 + 4a2

k,i. (4.53)

The phase error φ at frequency index k follows from calculating

φk = − arctan
(

2ak,i
2ak,r − 1

)
. (4.54)

The transfer functions of the first order filters in the inphase branch and quadrature
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branch are

HI =
KI

1 + iω/ωI
(4.55)

HQ =
KQ

1 + iω/ωQ
(4.56)

where KI and KQ are the gains of the filters and ωI and ωQ are the cutoff frequen-
cies.

The gain error is then

g(ω) =
|HQ|
|HI|

=
|KQ|
|KI|

|1 + iω/ωI|
|1 + iω/ωQ| . (4.57)

The frequency independent gain error is g0 = g(0) = |KQ|
|KI| .

The phases of the signals at the output of the filters are:

φI(ω) = arctan(−ω/ωI) (4.58)

φQ(ω) = arctan(−ω/ωQ). (4.59)

Therefore, the phase error is:

φ(ω) = arctan(−ω/ωQ)− arctan(−ω/ωI). (4.60)

Using arctan(x) = i
2 (ln(1− ix)− ln(1 + ix)), we find:

φ(ω) =
1
2
i {ln(1 + iω/ωQ)− ln(1− iω/ωQ)− ln(1 + iω/ωI) + ln(1− iω/ωI)}

(4.61)

If we now define

f(ω) = e−i2φ(ω), (4.62)

we obtain

f(ω) =
(1 + iω/ωQ)(1− iω/ωI)
(1− iω/wQ)(1 + iω/ωI)

=
1− iω(1/ωI − 1/ωQ) + ω2/(ωIωQ)
1 + iω(1/ωI − 1/ωQ) + ω2/(ωIωQ)

(4.63)
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or written differently:

f(ω)(1 + iω(1/ωI − 1/ωQ) + ω2/(ωIωQ)) =

1− iω(1/ωI − 1/ωQ) + ω2/(ωIωQ) (4.64)

We can rewrite this as

(f(ω) + 1)iω(1/ωI − 1/ωQ) + (f(ω)− 1)ω2/(ωIωQ) + f(ω)− 1 = 0. (4.65)

If we now use vector notation, where f is a vector where the element fk indi-
cates the value of f(ω) for frequency ωk, and ω is a vector with the corresponding
frequencies, we find

(1− f) =
(

(f + 1)iω (f − 1)ω2
)( α

β

)
(4.66)

where

α = 1/ωI − 1/ωQ (4.67)

and

β = 1/(ωIωQ). (4.68)

Let us now define

v = (1− f) (4.69)

F =
(

(f + 1)iω (f − 1)ω2
)

(4.70)

and

u =
(
α
β

)
. (4.71)

We can now write equation (4.66) as a product of matrix F and vector u:

v = Fu. (4.72)

In this equation, vector v is a K × 1 vector with our observations (where K is the
total number of frequency indices), since, after using equations (4.62) and (4.69),
v contains the phase errors φ(ωk) of all frequency pairs k and −k. Furthermore,
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F is a K × 2 matrix which contains a combination of phase error observations
and frequency indices according to equation (4.70) and u is a 2 × 1 vector which
contains a combination of the cutoff frequency errors which we wish to estimate,
according to equations (4.67), (4.68) and (4.71).

Therefore, if we have noisy estimates φ̂k for phase error φk for all frequencies k,
for example, as provided by the algorithm in the previous section, we can smooth
the estimates by defining

f̂ = e−i2φ̂

v̂ = (1− f̂)

F̂ =
(

(f̂ + 1)iω (f̂ − 1)ω2
)

(4.73)

where φ̂ is a K × 1 vector with the unsmoothed phase error estimates.

We can now estimate α and β with

û = F̂
†
v̂ (4.74)

where

û =
(
α̂

β̂

)
(4.75)

and where F̂
†

is the Moore-Penrose pseudo inverse of F̂.

Once α̂ and β̂ known, we can estimate the cutoff frequencies as follows. Using

1/ωI = α+ 1/ωQ (4.76)

we find

β − α/ωQ − 1/ω2
Q = 0. (4.77)

Therefore, the cutoff frequency of the IF filter in the quadrature branch can be
estimated with

ω̂Q =
−2

α̂±
√
α̂2 + 4β̂

(4.78)

and the cutoff frequency of the IF filter in the inphase branch can be estimated with

ω̂I =
1

α̂+ 1/ω̂Q
(4.79)
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These frequencies can be used to create new estimates for the frequency dependent
phase and gain errors, using

φ̂k = arctan(−ωk/ω̂Q)− arctan(−ωk/ŵI) (4.80)

and

ĝk = ĝ0
|1 + iωk/ω̂I|
|1 + iωk/ω̂Q| (4.81)

assuming ĝ0 is known.

Implementation costs

This algorithm in its current form requires several nonlinear operations, such as
arctan and square roots. Furthermore, the algorithm requires the calculation of the
pseudo inverse of a rectangular matrix.

While it is possible to implement this algorithm in dedicated hardware, the costs
are significant. Therefore, it is probably more efficient to implement this algorithm
on the processor, which can then use idle cycles to use this algorithm to improve
the frequency selective estimates. For mobile devices which have a limited battery
lifetime, this is most likely not feasible, but for base stations this could be an option.

4.5 Combining frequency independent and frequency se-
lective IQ imbalance

In an actual system, a combination of frequency independent IQ imbalance and
frequency selective IQ imbalance will occur: the frequency independent IQ imbal-
ance originates from the RF and IF stages and the frequency selective IQ imbalance
originates from the IF stages, most notably the IF filters.

Neither the frequency independent nor the frequency selective algorithms pre-
sented in the previous sections can estimate the exact gain and phase errors on
their own. However, it is possible to combine both methods.

Therefore, we should first estimate the frequency independent errors by using the
statistical method described in section 4.3. However, we should only use this
method for IF frequencies around 0, since for those frequencies, the gain and phase
errors will be relatively frequency independent. This will provide estimates for g0
and φ0, which are the gain and phase error estimates around ω = 0.
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After estimating the frequency independent errors, we should compensate for these
estimated gain and phase errors and after compensation the assumptions for the fre-
quency dependent estimator should hold, so the algorithms as described in sections
4.4 and (optionally) 4.4 can be used to estimate the frequency dependent errors.

Figure 4.5 shows the simulation results for this concatenation.
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Figure 4.7: Simulation results with 33 subcarriers, ωI = 14.2 rad/s, ωQ = 14 rad/s,
KI = 1.00, KQ = 1.05, φ0 = 30. Resolution bandwidth is 1 rad/s

The two top figures show the output of the frequency independent estimator. As
we can see, the results are close to the actual values for frequency index 0. The
two bottom figures show the output of the frequency selective estimator, both with
and without the nonlinear fitting. The nonlinear fitting improved the estimation of
the phase error a little. However, impact of the nonlinear fitting is more visible on
the estimation of the gain error, since the scale of that plot is smaller and small
deviations are easier to observe there. The original IRR was 30 dB, and after
compensation the IRR over the whole frequency domain was between 63 and 83
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dB.

There is one notable disadvantage of this concatenation of estimators. The fre-
quency independent estimator has to be the first estimator, since typically the fre-
quency independent error is the most dominant. However, this estimator can only
operate on frequency indices close to 0, to avoid influence of frequency selective
IQ imbalance behaviour. Therefore, this estimator will converge very slowly, and
the output will be relatively noisy.

Since the frequency selective estimator operates on data which is compensated for
frequency independent errors based on this noisy estimate, the performance of the
frequency selective estimator will be influenced by this as well.

4.6 Summary

In the previous sections we have seen that frequency independent IQ imbalance can
be estimated by using statistical properties of the received signals. The estimation
can be done both for time domain signals and for frequency domain signals and
the estimators can operate on actual signals as well as on noise occurring in the
RF stages. The methods are unbiased, and thus in principle, the IRR that can be
achieved is unlimited, provided that enough samples can be taken and that the IQ
imbalance does not change over time.

The implementation costs of the frequency flat estimators are modest, requiring
three real multipliers for the time domain method and two complex multipliers for
the frequency domain method.

The rate of convergence was theoretically analyzed and shown in simulations to
depend on the difference in power of the desired signal and the interfering signal.
It was shown both theoretically and in simulations that if the input signals are
sampled at the Nyquist rate and the number of samples is fixed, the expected IRR
changes dynamically: the expected IRR will be high when it needs to be high
(when there is a strong interfering signal), and will be low when it is allowed to be
low (when there is a weak interfering signal).

This dynamic behaviour occurs both for the time domain and for the frequency
domain methods. However, in a practical implementation of the frequency domain
method, one will most likely use a block based DFT operation with a limited block
size (a block size significantly smaller than the total number of samples of the
received signal). This limited block size can cause a saturation of the rate of con-
vergence for the frequency domain method, and thus, if very high levels of image
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rejection ratio are required, care must be taken that either enough samples are used
or that the DFT block size is large enough.

We have also seen that adding a tunable notch filter can increase the rate of con-
vergence. If this notch is placed over the weakest signal of both interfering and
wanted signals during estimation and after estimation the notch is moved to the
location of the interfering signal, the number of samples that are needed to achieve
a certain SIR can be reduced by a factor of 4 for every 3 dB of suppression that this
filter gives. This results in a dramatically shorter estimation time, less samples that
need to be discarded and less computations in the DSP.

Furthermore, we have derived an estimator for frequency selective IQ imbalance
caused by the IF stages and a nonlinear fitting function that can be used to estimate
the cutoff frequencies of the IF filters and thereby used to smooth the IQ imbalance
estimates.

The implementation costs for these estimators are significantly higher than the im-
plementation costs for the frequency independent estimators. The implementation
cost for the basic frequency selective estimator scales linearly with the number
of frequency bins for which these estimates have to be computed, while for the
nonlinear fitting function, the required operations are so complex that it is more
convenient to implement this algorithm in the digital processor of the system. A
mobile system which is has a limited battery lifetime might therefore only imple-
ment the basic frequency selective estimator to estimate for frequency selective IQ
imbalance, while a system which is not limited in power consumption and costs
can additionally implement the nonlinear fitting function to improve these esti-
mates. These improvements can be calculated for example in the idle time of the
processor of a base station.

Finally, we have shown that the concatenation of the frequency independent and
frequency selective methods can be used to estimate the IQ imbalance parameters
in a system which is impaired with both frequency independent and frequency
selective IQ imbalance. Simulations showed that the image rejection ratio after
compensation was between 63 and 83 dB for the whole IF band.
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Chapter 5

Deliberate LO self mixing method

In this chapter, the principle behind deliberate LO self mixing to estimate IQ im-
balance parameters will be discussed. The system model and necessary hardware
blocks will be explained in section 5.1 and in section 5.2 signal models for these
blocks will be discussed. In section 5.3, estimators for a system based on these
models will be derived.

In section 5.4, simulation results for those estimators will be discussed and in sec-
tion 5.5, the design and implementation of such a system will be shown. Section
5.6 will describe the measurement results from this prototype and this chapter will
end with a short summary in section 5.7.

5.1 System model

The principal of deliberate LO self mixing for gain and phase error estimation is to
use the local oscillator (LO) in the receiver chain to not only drive the LO side of
the mixer, but also the LNA input of the mixer. By mixing the LO signal with itself,
the result is a signal that contains a DC offset and some components at twice the
LO frequency. The signal components at twice the LO frequency will be removed
by the IF filters and the amount of DC offset that remains depends on the gain and
phase mismatch, as will be explained later.

For this method to work, the receiver needs to be equipped with switches that can
select between different RF signals. In figure 5.1, a block diagram is shown for a
receiver that has switches at several places and several sources for IQ imbalance.
In this system, it is possible to inject an RF signal at the output of the LNA.
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Switch S_LNA controls which kind of signal is injected: in position "n", no signal
is injected (signal is floating or connected to ground), in position "C" the signal
which drives the LO side of the inphase mixer is selected, in position "S" the signal
which drives the LO side of the quadrature mixer is selected.

Switch S_OSC selects the signal which drives the LO side of the mixer: in position
"C", the inphase mixer is driven with the 00 signal from the LO and the quadrature
mixer is driven with the 900 signal; in position "S", those two signals are swapped.

Finally switch S_filter can swap the inputs of the inphase and quadrature low pass
filters.

Since the IQ imbalance parameters g and φ can occur at any part of the system,
they are split in different parts and distributed in the block diagram, shown as gray
boxes. These boxes labeled with gx and φx show which signals will be amplified
by factor gx and phase delayed by φx. go and φo represent the gain and phase error
in the LO, gτ , φτ represent the difference of these errors when switch S_OSC is
in the "S" position, gi, φi represents the change in gain and phase caused by the
injection into the LNA, gm, φm represents the gain and phase mismatch between
the mixers and finally gf represents the gain mismatch in the filter.

Note that in normal operating mode, S_OSC and S_filter are in position C and
S_LNA is in position n, and thus only go, φo, gm, φm and gf are influencing the
received signal, and therefore only those parameters determine the image rejection
ratio (IRR). The IRR can be calculated using equation (2.20), repeated here as
reference:

IRR [dB] = 10 log10

( |a|2
|b|2
)
. (5.1)

In this equation b = 1− a∗ and

a =
1 + gfgogme

−i(φo−φm)

2
. (5.2)

Since the exact output of the mixer depends on the behaviour of the switches, the
LO and the mixer, we will discuss models for these components in the next section.

5.2 Device modeling

5.2.1 Switch modeling

The switches used in this circuit are modeled as ideal switches, with infinite iso-
lation in case the switch is open and no loss and no phase delay when closed.
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Figure 5.1: Block diagram of a receiver with LO-LNA injection switches and sev-
eral sources of IQ imbalance
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Furthermore, we assume that the switches will not show any frequency selective
behaviour in the band of interest, nor that they will introduce any nonlinear distor-
tions.

5.2.2 LO modeling

Waveform tradeoffs

From a mathematical point of view, a sine wave is ideal to perform a down conver-
sion from RF to IF, since no other frequency components are down converted to
the same IF bandwidth. However, in practical implementations often a waveform
which more closely resembles a square wave is used, since a square wave has much
steeper zero crossings compared to a sine wave. This has three benefits:

• The transistors in the mixer are switched between "on" and "off", and only a
very short time is spent in the linear region. Therefore, the amount of signal
lost in the switching process is significantly smaller.

• If the driving signal is close to the zero crossing, the output signal is very
sensitive to noise. Since for a square wave, the time spent around the zero
crossing is very small, the output signal is not very sensitive to additive noise
on the LO input.

• Linearity of the mixer is improved. For a mixer driven with a sine wave,
the transistors in the mixer are operated in their linear region, but since the
transfer curve of a transistor is essentially nonlinear, this region must be very
small to reduce nonlinear effects. However, this reduces the conversion gain
of the mixer. A mixer driven with a square waveform is not affected by this
since the transistors are in either conducting or non-conducting state.

The two major disadvantages of down converting with a square waveform are:

• A square wave contains many odd harmonics and thus signal components at
harmonic frequencies received at the antenna input will be down converted
as well and fold to the same IF bandwidth as the wanted signal. However, in
most cases, these components can be easily filtered out at the RF side before
entering the mixer.

• The many harmonics of a square wave require a very large bandwidth. For
state of the art systems at 2.4 GHz, there is typically not enough bandwidth
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to accurately create a square waveform, and the resulting signal will rather
have a more trapezoid like shape. At 60 GHz, the harmonics are at such
high frequencies, that virtually no odd harmonics may be present, and the
resulting signal looks more like an ideal sine wave.

Considering these advantages and disadvantages, designers typically aim for square
wave outputs from the local oscillator, if enough bandwidth in the process is avail-
able.

Duty cycle

While an ideal square wave has a duty cycle of exactly 50%, this is often very
difficult to realize and sometimes even undesired: with a duty cycle of 50%, a
small threshold voltage offset in one of the transistors of the mixer can cause that
both transistors will be conducting simultaneously, which is very undesired. To
avoid this, sometimes a duty cycle less than 50% is chosen. However, in order to
achieve a high conversion gain in the mixer, the duty cycle must not be too low.
Typically, the duty cycle is between 40 and 50%.

5.2.3 Mixer modeling

For the derivation of this method, we distinguish two models for the behaviour
of the mixer. In the first case, we model the mixer as a device which multiplies
the signal at the RF input with the sign of the differential signal at the LO input.
In the second case, we model the mixer as a device which performs an ordinary
mathematical multiplication of both signals. We will derive estimation methods
for both models.

5.3 Estimating IQ imbalance using LO self-mixing

In this section we will derive several estimators to estimate the IQ imbalance pa-
rameters for the different device models shown in the previous section. In the
derivations we will assume that the received signal after the AD convertor is free
of any DC offsets. In an actual implementation, accurate DC offset calibration
of the IF stages for all possible positions of the switches is necessary. This can
be done for example by not injecting a signal (setting switch S_LNA in position
"n") and measuring the received signal for all possible combinations of the other
switches.
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5.3.1 Mixer modeled as sign()-multiplier

In this section, we will evaluate the output signal of the mixer for two types of LO
signals: the first is a square wave form with a duty cycle d smaller than 50% and
the second is a trapezium wave form with duty cycle of 50%, but with rise and fall
times which are larger than 0.

Square wave form

Figure 5.2 shows the differential signal of a square wave form with a duty cycle
d, normalized on one period. In this section, we will first investigate the output
signal when the mixer is driven with an LNA signal of this type that is (almost)
orthogonal the LO signal, and later on when the LNA signal is (almost) inphase
with the LO signal.

d/2

A

−A

11−d/2

(1−d)/2 (1+d)/2

time

amplitude

Figure 5.2: Differential LO output signal for square waveform with duty cycle
d < 50%.

Multiplication of two almost orthogonal square wave forms In this situation,
the input signal at the LO port of the mixer is a square wave form as shown in
figure 5.2, and the input signal at the LNA port of the mixer is a scaled and almost
900 shifted version of this signal. These signals, as well as the output signal of the
mixer, are shown in figure 5.3.

The DC content of the output signal of the mixer is in this case 4φgA, as can be
seen by integrating the output signal by one period. Note that it is not necessary to
integrate an integer number of periods in case the mixers are followed by low pass
filters, as proposed by the system in figure 5.1.
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Figure 5.3: Input and output signals for mixer with almost orthogonal signals. Top:
input signal at LO port. Middle: input signal at LNA port. Bottom: output signal.
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Multiplication of two almost identical square wave forms If the input signal
at the LO side of the mixer is a square wave form as shown in figure 5.2 and the
input at the LNA side is a slightly delayed and scaled version of the same signal,
the output of the mixer depends on the amount of phase delay (or phase shift) of
the LNA signal. If the phase shift φ is positive, we can distinguish two cases:

• 0 ≤ φ < 1
2 − d: In this case, the zero crossings of the input signals are

partially overlapping. The DC content of the output signal is then 2(d −
φ)gA. This situation is shown in figure 5.4.

• 1
2 − d ≤ φ ≤ d: In this case, the zero crossings do not overlap. The DC
content of the output signal is then (1 − 4φ)gA. This situation is shown in
figure 5.5.

If we also consider negative phase errors, we can distinguish four possible values
for the DC content of the output signal of the mixer, as summarized in table 5.1.

Table 5.1: DC content of the output signal of the mixer, depending on phase shift
φ and duty cycle d.

DC content Conditions
(1 + 4φ)gA −d ≤ φ ≤ − (1

2 − d
)

2(d+ φ)gA − (1
2 − d

)
< φ < 0

2(d− φ)gA 0 ≤ φ < 1
2 − d

(1− 4φ)gA 1
2 − d ≤ φ ≤ d

From this we can conclude that if we want to estimate the gain error g and the
phase error φ based on the DC content of the output signal of the mixer with these
signals, we need to know in which range φ will be, and potentially (depending on
the range), we also need to know the duty cycle d.

For all relevant possible combinations of the oscillator, RF and filter switches, table
5.2 summarizes the DC contents of the output signals.

If we examine this table, we see that for all equations where the DC content is
independent of the duty cycle, the DC content scales with either 4φi or 1 − 4|φi|.
As φi is the only parameter we can influence and as all other phase parameters are
typically very small, it is best to choose φi = 450. This ensures that the resulting
output signal is around 0.5 and it maximizes the range of the phase errors which we
can estimate. Note that in an actual implementation, the estimator does not need a

74



d/2 1

(1+d)/2(1−d)/2+phi

1−d/2+phi

g A

−g A

d/2+phi 1−d/2+phi1

(1−d)/2+phi (1+d)/2+phi

d/2

A

−A

11−d/2

(1−d)/2 (1+d)/2

g A

−g A

time

time

time

amplitude

amplitude

amplitude

Figure 5.4: Input and output signals for mixer with almost identical signals when
φ < 1

2 − d. Top: input signal at LO port. Middle: input signal at LNA port.
Bottom: output signal.
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Figure 5.5: Input and output signals for mixer with almost identical signals when
φ > 1

2 − d. Top: input signal at LO port. Middle: input signal at LNA port.
Bottom: output signal.
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Table 5.2: DC content of the output signals of the sign/multiplier mixer for all
relevant switch positions. The codes in the first column indicate the positions of the
switches in format ABCD where A indicates the position of the oscillator switch,
B the position of the LNA switch, C the position of the filter switch and D indicates
whether the Real (inphase) AD convertor or the Imaginary (quadrature) is used.

Switches DC content y Conditions
CCCR 2(d− |φi|)giA |φi| < 1

2 − d
(1− 4|φi|)giA 1

2 − d ≤ |φi| ≤ d
SCCR 2(d− |φi|)gτgogiA |φi| < 1

2 − d
(1− 4|φi|)gτgogiA 1

2 − d ≤ |φi| ≤ d
CSCR 4(φi + φo)gogiA |φi + φo| < d− 1

4

SSCR 4(−φi + φo + φτ )giA | − φi + φo + φτ | < d− 1
4

CCSR 4(−φi + φo − φm)gigmA | − φi + φo − φm| < d− 1
4

SCSR 4(φi + φo + φτ + φm)gτgogigmA |φi + φo + φτ + φm| < d− 1
4

CSSR 2(d− |φi + φm|)gogigmA |φi + φm| < 1
2 − d

(1− 4|φi + φm|)gogigmA 1
2 − d ≤ |φi + φm| ≤ d

SSSR 2(d− |φi + φm|)gigmA |φi + φm| < 1
2 − d

(1− 4|φi + φm|)gigmA 1
2 − d ≤ |φi + φm| ≤ d

CCSI 2(d− |φi|)gigfA |φi| < 1
2 − d

(1− 4|φi|)gigfA 1
2 − d ≤ |φi| ≤ d
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priori knowledge of the exact value of φi, since, as we shall see, the algorithm can
estimate φi.

Since the set of equations formed by this table is nonlinear, there is no general
method to solve them. However, in this specific case, it is possible to solve the
equations by sequentially solving the individual parameters.

Observe that we can start solving the equations by estimating the gain mismatch in
the filter using

ĝf =
yccsi

ycccr
(5.3)

where yccsi indicates the DC content sampled by the quadrature (imaginary) AD
convertor when the LO switch was in position "C", the LNA switch was in position
"C" and the filter switch was in position "S". Similarly, ycccr indicates the DC
content sampled by the inphase (real) AD convertor when all switches were in
position "C".

The gain error caused by the LO can be estimated with

ĝo =
ycssr

ysssr
. (5.4)

Once the gain error in the LO is known, the gain error gτ can be estimated by

ĝτ =
ysccr

ĝoycccr
. (5.5)

With go and gτ known, the gain error in the mixers can be determined by

ĝm =
ĝoĝτyccsr + yscsr

ĝτycscr + ĝτ ĝoysscr
. (5.6)

Note that estimating gm in this way, results in a division by 0 in case φτ = −2φo.

Furthermore, if x is defined as

x =
yscsr − ĝoĝτ ĝmysscr

ĝoĝτ ĝm
(5.7)
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it is possible to estimate the product of the amplitude A and the attenuation of the
injected signal gi with

Âgi =



1
2

(
ysssr
ĝm
− x+ ycccr

)
if −d < φi + φm < −(1

2 − d) and

−d < φi < −(1
2 − d)

1
4d

(
ysssr
ĝm
− x

2 + ycccr

)
if −(1

2 − d) < φi + φm < 0 and

−(1
2 − d) < φi < 0

1
4d

(
ysssr
ĝm

+ x
2 + ycccr

)
if 0 < φi + φm < 1

2 − d and 0 < φi <
1
2 − d

1
2

(
ysssr
ĝm

+ x+ ycccr

)
if 1

2 − d < φi + φm < d and 1
2 − d < φi < d

.

(5.8)

Once all gain errors are known, it is possible to estimate the phase errors. φi can
be estimated with

φ̂i =



1
4

(
ycccrdAgi − 1

)
if −d < φi < −(1

2 − d)
ycccr
2dAgi − d if −(1

2 − d) < φi < 0

−
(
ycccr
2dAgi − d

)
if 0 < φi <

1
2 − d

−1
4

(
ycccrdAgi − 1

)
if 1

2 − d < φi < d

. (5.9)

Using this result, φo can be estimated with

φ̂o =
ycscr

4ĝoÂgi
− φ̂i. (5.10)

Finally, with φo known as well, it is possible to estimate φm and φτ :

φ̂m = − yccsr

4Âgiĝm
− φ̂i + φ̂o (5.11)

and

φ̂τ =
ysscr

4Âgi
+ φ̂i − φ̂o. (5.12)

We now have derived equations to estimate all parameters of the IQ imbalance
model of figure 5.1 in case the LO produces a square wave form with duty cycle d
and infinitely small rise and fall times, and when the mixer is modeled as a sign-
multiplier operator. For this estimation, the receiver only needs 8 complex samples.
In case DC offset calibration is required, the total number of samples is increased
to 16. Note however, that a new sample can only be taken when the IF filters are
settled.
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Trapezium wave form

Figure 5.6 shows a trapezium wave form with rise time tf and fall time tr. In this
case, tf and tr are defined as the time it takes for the wave form to go from one
extreme to the other.

A

−A

1

1/4+tf/2

1/4−tf/2

3/4−tr/2

3/4+tr/2

amplitude

time

Figure 5.6: Differential LO output signal for a trapezoid wave form.

Multiplication of two almost orthogonal trapezium wave forms In case the
input signal at the LO port of the sign/multiplier mixer is a trapezium wave form
and the input signal at the LNA port is a scaled and almost 900 shifted version of
this signal. These signals, as well as the output signal of the mixer, are shown in
figure 5.7.

The DC content of the output signal of the mixer is in this case 4φgA, as can be
seen by integrating the output signal by one period.

Multiplication of two almost identical trapezium wave forms Similar to the
situation with a square wave with duty cycle smaller than 50%, in case the mixer
input signals are trapezium wave forms with rise and fall times larger than 0, we
need to distinguish two cases.

The first case is when the phase shift φ is larger than half of the rise and fall times
tr and tf of the signals. The input and output signals for this case are shown in
figure 5.8. In this case, the DC content of the output signal is (1− 4φ)gA.

The second case is when the phase shift φ is smaller than half of the rise and fall
times of the signals. Figure 5.9 shows the input and output signals for this case.
Integrating the output wave form will show that its DC content is(

4
(

1
tr

+
1
tf

)
φ2 − 2φ+ 1− tf

2
− tr

2

)
gA.
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Figure 5.7: Input and output signals for mixer with almost orthogonal signals. Top:
input signal at LO port. Middle: input signal at LNA port. Bottom: output signal.
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Figure 5.8: Input and output signals for mixer with almost identical signals and
φ ≤ tr/2. Top: input signal at LO port. Middle: input signal at LNA port. Bottom:
output signal.
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Figure 5.9: 2 Input and output signals for mixer with almost identical signals and
φ > tr/2. Top: input signal at LO port. Middle: input signal at LNA port. Bottom:
output signal.
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Again, if we also consider negative phase shifts, we can distinguish four possible
results, as shown in table 5.3.

Table 5.3: DC content of the output signal of the mixer, depending on phase shiftφ
and rise and fall times tf and tr.

DC content Conditions
(1 + 4φ)gA − (1

2 − {tf , tr}/2
) ≤ φ ≤ −{tf , tr}/2(

4
(

1
tr

+ 1
tf

)
φ2 + 2φ+ 1− tf

2 − tr
2

)
gA −{tf , tr}/2 < φ < 0(

4
(

1
tr

+ 1
tf

)
φ2 − 2φ+ 1− tf

2 − tr
2

)
gA 0 ≤ φ < {tf , tr}/2

(1− 4φ)gA {tf , tr}/2 ≤ φ ≤ 1
2 − {tf , tr}/2

Comparison of different waveforms

If we compare the DC contents of the output signals of the mixer when the input
signals are square wave forms, we note that this DC content is in both cases 4φgA,
independent of duty cycle d and rise and fall times tr and tf , in case the wave forms
are almost orthogonal.

In case the wave forms are almost identical, but the phase shift φ is larger than both
1
2 − d and tr/2 and tf/2, the DC content of the output signal is (1− 4φ)gA, again
independent of duty cycle d and rise and fall times tr and tf . The DC content of the
signal is only dependent on duty cycle or rise and fall times when the phase shift φ
is smaller than the duty cycle or the rise and fall times.

Therefore, if we can guarantee a priori that the conditions as listed in table 5.4 are
satisfied, it is possible to estimate all imbalance parameters using the previously
derived estimator equations independent of duty cycle and rise and fall times for
the case when the mixer behaves as a sign/multiplier operator.

Implementation costs

An implementation of the algorithm of equations (5.3) - (5.12) requires 4 real mul-
tipliers and 2 real dividers, since almost all estimations need to be done sequentially
and there is thus much possibility for hardware reuse. It is recommended though
that the dividers are implemented as very fast dividers, since it is reused several
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Table 5.4: Estimator conditions for sign/multiplier mixer (assuming that the fall
time tf equals the rise time tr)

tr
2 ≤ φ ≤ 1

2 − tr
2 and 1

2 − d ≤ φ ≤ d for φ = φi

and φ = φi + φm

|φ| ≤ 1
4 − tr

2 and |φ| ≤ d− 1
4 for φ = φi + φo,

φ = −φi + φo + φτ ,
φ = −φi + φo − φm

and φ = φi + φo + φτ + φm

φτ 6= −2φo for all φτ and φo

times and prevent that a long calculation time reduces the benefits of requiring a
very short sampling time.

5.3.2 Mixer modeled as multiplier

Analogue to the previous section, we can make a derivation for the DC content of
the output signal of the mixer for different wave forms in case the mixer is modeled
as an ideal multiplier.

Square wave form

For the case of square wave forms, table 5.5 shows the DC content of the output
signals of the mixer.

As we can see, the DC contents for this case are very similar to the case where the
sign/multiplier mixer was given square wave forms. However, we have to derive
new estimation equations for the ideal multiplier mixer, since the DC contents for
this case are not exactly identical to the DC contents of the previous case.

To estimate the gain error in the filter for this case, one can divide the output signals
yccsi and ycccr:

ĝf =
yccsi

ycccr
. (5.13)

The gain error caused by the LO can be estimated with

ĝo =
√
ycssr

ysssr
. (5.14)
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Table 5.5: DC content of the output signals of the ideal multiplier mixer for all
relevant switch positions. The codes in the first column indicate the positions of the
switches in format ABCD where A indicates the position of the oscillator switch,
B the position of the LNA switch, C the position of the filter switch and D indicates
whether the Real (inphase) AD convertor or the Imaginary (quadrature) is used.

Switches DC content Conditions
CCCR 2(d− |φi|)giA2 |φi| < 1

2 − d
(1− 4|φi|)giA2 |φi| ≥ 1

2 − d
SCCR 2(d− |φi|)g2

τg
2
ogiA

2 |φi| < 1
2 − d

(1− 4|φi|)g2
τg

2
ogiA

2 |φi| ≥ 1
2 − d

CSCR 4(φi + φo)gogiA2 |φi + φo| < d− 1
4

SSCR 4(−φi + φo + φτ )gτgogiA2 | − φi + φo + φτ | < d− 1
4

CCSR 4(−φi + φo − φm)gogigmA2 | − φi + φo − φm| < d− 1
4

SCSR 4(φi + φo + φτ + φm)gτgogigmA2 |φi + φo + φτ + φm| < d− 1
4

CSSR 2(d− |φi + φm|)g2
ogigmA

2 |φi + φm| < 1
2 − d

(1− 4|φi + φm|)g2
ogigmA

2 |φi + φm| ≥ 1
2 − d

SSSR 2(d− |φi + φm|)gigmA2 |φi + φm| < 1
2 − d

(1− 4|φi + φm|)gigmA2 |φi + φm| ≥ 1
2 − d

CCSI 2(d− |φi|)gigfA2 |φi| < 1
2 − d

(1− 4|φi|)gigfA2 |φi| ≥ 1
2 − d
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Once the gain error in the LO is known, the gain error gτ can be estimated by

ĝτ =
√

ysccr

ĝ2
oycccr

. (5.15)

With gτ known, the gain error in the mixers can be determined by

ĝm =
ĝτyccsr + yscsr

ĝτycscr + ysscr
. (5.16)

Note that to prevent a division by zero, φτ 6= −2φo must hold.

To determine gi however, we need to have an indication of the range in which φi

and φm will be.

If x is defined as

x =
yscsr − ĝmysscr

ĝoĝτ ĝm
(5.17)

it is possible to estimate the product of A2 and gi with

Â2gi =



1
2

(
ysssr
ĝm
− x+ ycccr

)
if φi + φm < −(1

2 − d) and φi < −(1
2 − d)

1
4d

(
ysssr
ĝm
− x

2 + ycccr

)
if −(1

2 − d) < φi + φm < 0 and −(1
2 − d) < φi < 0

1
4d

(
ysssr
ĝm

+ x
2 + ycccr

)
if 0 < φi + φm < 1

2 − d and 0 < φi <
1
2 − d

1
2

(
ysssr
ĝm

+ x+ ycccr

)
if φi + φm > 1

2 − d and φi >
1
2 − d

.

(5.18)

With all gain errors known, it is possible to estimate the phase errors. φi can be
estimated with

φ̂i =



1
4

(
ycccrdA2gi
− 1
)

if φi < −(1
2 − d)

ycccr

2 dA2gi
− d if −(1

2 − d) < φi < 0

−
(
ycccr

2 dA2gi
− d
)

if 0 < φi <
1
2 − d

−1
4

(
ycccrdA2gi
− 1
)

if φi >
1
2 − d

. (5.19)

Using this result, φo can be estimated with

φ̂o =
ycscr

4ĝoÂ2gi
− φ̂i. (5.20)
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Finally, with φo known as well, it is possible to estimate φm and φτ :

φ̂m = − yccsr

4ĝoÂ2giĝm
− φ̂i + φ̂o (5.21)

and

φ̂τ =
ysscr

4ĝoÂ2giĝτ
+ φ̂i − φ̂o. (5.22)

Trapezium wave form

Similar to the case of the sign/multiplier mixer, in case input signals of the ideal
multiplier have a trapezium shape, the DC content of the output signals are the
same as for square wave form input signals, within certain ranges for phase shift
φ. Thus, again, we can use the estimation equations derived above for square wave
forms. The conditions for which this hold are given in table 5.6.

Table 5.6: Estimator conditions (assuming that fall time tf equals the rise time tr)

tr ≤ φ ≤ 1
2 − tr and 1

2 − d ≤ φ ≤ d for φ = φi

and φ = φi + φm

|φ| ≤ 1
4 − tr and |φ| ≤ d− 1

4 for φ = φi + φo,
φ = −φi + φo + φτ ,
φ = −φi + φo − φm

and φ = φi + φo + φτ + φm

φτ 6= −2φo for all φτ and φo

Implementation costs

The implementation costs of this algorithm are slightly higher than the previous al-
gorithm, since this algorithm requires a fast square root function. Besides a square
root function, 2 fast dividers and 3 multipliers are needed.

5.4 Simulation results

The algorithms presented in the previous chapter have been simulated in a time
domain system level model in Simulink for different waveforms of the LO signal:
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a square wave with 46% duty cycle, a trapezium waveform, a filtered square wave
and two real world signals type 1 and type 2 as shown in [25] by Leong which
are captured from simulation results of a 2.4 GHz low power LO and a 12 fre-
quency GHz LO for satellite reception. All signals are single ended signals; after
the phase shifters, which add the IQ imbalance of the LO, the signals are converted
to differential signals.

The trapezium waveform in this simulation has a 50% duty cycle, is 10% of the
time rising and 10% of the time falling. The single ended waveform can be seen in
figure 5.10. The single ended signals type 1 and type 2 can be seen in figures 5.11
and 5.12 respectively.

0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1
−0.2

0

0.2

0.4

0.6

0.8

1

1.2

Figure 5.10: Trapezium shaped artificial output signal of LO

In all cases, the imbalance parameters were as shown in table 5.7, resulting in
a total image rejection ratio of 30.1dB. The peak-to-peak voltage of the single
ended LO signal was 1.2V (thus the amplitude of the differential signal was 1.2V
and A = 1.2).

The next sections discuss the simulation results for two individual cases: the first
is when the mixer is modeled as an ideal multiplier, and the second when the mixer
is modeled as a concatenation of a sign operator and an ideal multiplier.
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Figure 5.11: Signal type 1: output signal of a 2.4 GHz LO for low power applica-
tions
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Figure 5.12: Signal type 2: output signal of a 12 frequency GHz LO for satellite
reception
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Table 5.7: Imbalance parameters for simulation.

Parameter Value
go 0.97
φo −1.80

gτ 1.02
φτ 1.80

gi 0.001
φi 450

gm 0.99
φm 1.80

gf 1.04
IRR 30.1dB

5.4.1 Mixer modeled as ideal multiplier

Table 5.8 shows the result for the case when the mixer is modeled as an ideal
multiplier.

Table 5.8: Simulation results for mixer modeled as ideal multiplier.

Waveform IRR (dB) for different estimators
Square wave Square wave

multiplier sign/multiplier
Square wave, 46% duty cycle ∞ 1.5
Trapezium wave ∞ 1.9
Filtered square wave, 46% duty cycle, ωb = 50 ωc 57.5 2.0
Filtered square wave, 46% duty cycle, ωb = 20 ωc 38.9 7.7
Signal type 1 37.3 8.1
Signal type 2 32.1 12

As we can see in this table, the IRR after estimation and compensation when the
output signals of the LO are ideal square wave signals or trapezium signals is in-
finite. This confirms the conclusion of the algorithms in the previous chapter, that
if the signals satisfy the conditions listed in table 5.6, the estimator will give the
exact values of the mismatch parameters.
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If, however, the square waveform is filtered by a first order low pass filter, the
conditions are no longer satisfied, and estimator performance drops; if the relative
cutoff frequency ωb is 50 times the LO frequency, the image rejection ratio after
compensation is 57.5 dB. If the relative cutoff frequency is even lower, the IRR is
reduced further; for example, if the cutoff frequency is 20 times the LO frequency,
the IRR is reduced to 38.9 dB.

For the real world signals type 1 and type 2 we observe image rejection ratios of
37.3 and 44.8 dB respectively. This is caused by the relatively small bandwidth of
these signals, and thus not satisfying the conditions listed in table 5.6.

5.4.2 Mixer modeled as sign/multiplier

Table 5.9 shows the simulation results for the case when the mixer is modeled as a
concatenation of a sign operator and an ideal multiplier.

Table 5.9: Simulation results for mixer modeled as sign/multiplier.

Waveform IRR (dB) for different estimators
Square wave Square wave

multiplier sign/multiplier
Square wave, 46% duty cycle 31.5 ∞
Trapezium wave 31.4 ∞
Filtered square wave, 46% duty cycle, ωb = 50 ωc 31.5 65.0
Filtered square wave, 46% duty cycle, ωb = 20 ωc 34.0 40.5
Signal type 1 34.3 39.5
Signal type 2 38.2 33.4

This table shows very similar results as the previous table with simulation results:
for wave forms that satisfy the conditions in table 5.4, performance is very good,
but when those conditions are not met, performance degrades significantly.

We can thus conclude that the estimators derived in the previous section perform
well when the assumptions about the behaviour of the mixer and the shape of the
waveform are valid. When these assumptions are not valid, performance can de-
grade significantly.
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5.5 Prototype implementation

To test the behaviour of these methods in a more real-world setting, a prototype im-
plementation was made. Since no RF chip was available which had the necessary
switches at the right places, and since designing and creating one would take far
too much time, we reverted to a prototype at a very low frequency, using multiple
standard components. An additional benefit was that using this approach, it would
be easy to experiment with different gain and phase errors at several points in the
prototype.

Figure 5.13 shows a block diagram of the prototype system. As we can see, the
prototype consists of several different blocks:

• Frequency divider

• I/Q swap

• I/Q select and I/Q inject

• Mixers

• Transimpedance amplifiers (TIAs)

• Analog to digital convertors (ADCs)

• Delay blocks τo and τi

• DC bias and variable gain buffers

These blocks will be discussed in more detail below.

Note that this block diagram does not show the post-processing of the measurement
data. After digitizing the measurement data in the ADCs, the data is transferred via
a logic analyzer to LabView. From LabView, this data is saved in text files on a PC,
after which Matlab is used to post-process this data and use this data to estimate
and compensate for the IQ imbalance parameters.

5.5.1 Frequency divider

Figure 5.14 shows a schematic for the frequency divider. The frequency divider
consists of three D-type flip-flops, provided by two 74HC74 chips. If at the left
side, a 4 MHz square wave 3 Vpp input signal is applied, output 1Q of the first flip-
flop will be a 2 MHz 6 Vpp square waveform, and output 1!Q will be the inverse

93



Frequency div.
90               0

ADC_I

ADC_Q

y_Q(t)

I/Q swap

tau_o

I/Q
select

tau_i

I/Q inject

I/Q
swap

DC bias

y_I(t)

TIA_I

TIA_Q

LO

RF+

RF-

Digital_out_I

Digital_out_Q

Figure 5.13: Block diagram of the prototype system.

of this waveform. These two signals are passed to the other two flip-flops which
will divide the frequency again by 2, resulting in signals LOI+, LOI−, LOQ+ and
LOQ−.

The low pass filter at the input of 2CP will provide a phase offset for signals LOQ+

and LOQ−. By varying the capacitor in this filter, we can change the phase offset
for the LO signals.

Note that in the previous sections we derived the estimation algorithms assum-
ing that signals LOI− and LOQ− were 1800 shifted versions of LOI+ and LOQ+.
However, in this implementation, LOI− and LOQ− are not shifted but inverted
versions of LOI+ and LOQ+. In case the duty cycle d is not 50%, the resulting dif-
ferential waveform will then be different from what we assumed in our derivations.
However, a quick calculation shows that for inverted versions of the waveforms,
the algorithms will give the same results as for shifted versions, since the resulting
signals at the output of the mixer do not depend on the duty cycle.
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Figure 5.14: Schematic of the frequency divider.

5.5.2 I/Q swap

In figure 5.15, a schematic is shown to swap I and Q signals. This circuit is imple-
mented using a 74HC4066 chip which acts as a pass-gate. For differential signals,
this circuit should be implemented twice, once for + signals and once for − sig-
nals.

5.5.3 I/Q select and I/Q inject

Figure 5.16 shows the schematic to select either I or Q signal. This circuit is
implemented using a 70HC4066 chip. Note that in the prototype the same circuit
was used to inject the attenuated LO signal at the RF input of the mixer. In that
case, INQ+, INQ− and SelectQ were not connected, and OUT+ and OUT− were
directly connected to RF+ and RF−.

5.5.4 Mixer

In figure 5.17, a schematic is shown for the mixer circuit. A 70HC4066 chip per-
forms the actual mixing operation. The two 270 Ω resistors at the input convert the
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voltage signals to current signals, which are later on converted back to voltage sig-
nals by the TIAs. The 100 nF capacitors block DC components in the input signals
of the mixer. The 10 nF capacitors at the output of the mixer are actually part of
the input of the TIA, but the separation of the boards is done exactly at this point:
the mixers and the 10 nF capacitors are on the first board, while the I/Q swap and
TIAs are one the second board.

4Z4Y

4E

2Z2Y

2E

3Z3Y

3E

1Z1Y

1E

74HC4066

LO+

LO-

100n

100n

IF+

IF-

270

270

RF+

RF-

+ 3 V

100n

+ 3 V

100n

10n

10n

Figure 5.17: Schematic of mixer.

5.5.5 Transimpedance amplifiers

Figure 5.18 shows the schematic for a TIA. This amplifier has an active first order
low pass filter with a cutoff frequency of 50 kHz. The output signals are biased
at 0.75V so that the TIAs can directly drive the ADCs. Note that for the proto-
type, the circuit is implemented twice, once for the inphase signal and once for the
quadrature signal.
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Figure 5.18: Schematic of TIA.
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5.5.6 Analog to digital convertors

For ADC we used a sigma-delta ADC with 26 MHz sampling frequency which was
already available including PCB. Detailed information on this ADC can be found
in [26] by Van Veldhoven. A logic analyzer was used to transfer the digitized signal
to a computer with LabView.

5.5.7 Digital postprocessing

Digital postprocessing was implemented in two programs. LabView was used to
transfer the digitized signal from the ADC to the computer and to store this signal
in text files. Those text files were then imported in Matlab and filtered with a
decimation filter as shown in figures 5.19 and 5.20.
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Figure 5.19: Decimation filter: full frequency response from 0 to 13 MHz.

As we can see from these figures, the filter has a 3 dB cutoff frequency of 50 kHz
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Figure 5.20: Decimation filter: magnified frequency response from 0 to 100 kHz.
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and has a very steep transition between 50 and 200 kHz. At 200 kHz, the signal is
attenuated by almost 200 dB.

Since the information of the IQ imbalance parameters is in the DC levels, the Mat-
lab program calculated the sample means of the filtered signals. After DC offset
calibration, the program used equations (5.3)-(5.12) from the sign-multiplier mixer
algorithm to estimate the IQ imbalance parameters.

5.5.8 Delay blocks and variable gain buffers with DC bias

In the block diagram of figure 5.13 there are two delay blocks, labeled τi and τo.
The block labeled τo influences the phase error of the LO and the circuit for that is
included in the schematic for the frequency divider in figure 5.14.

-3V

OUT+

IN+

IN-

219p

219p

+ 3 V

1K

1K

1K

10K

10K

100p

OUT-

Figure 5.21: Schematic of delay block.

The block labeled τi influences the phase delay φi of the signal that is injected at
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the RF input of the mixer. An optimal value for this phase shift is 450, but the
algorithm is insensitive to the actual phase shift, since it will estimate φi. The
phase shift is realized by a low pass filter followed by a buffer to restore the square
waveform. This buffer is implemented using a 74HC04 inverter as can be seen in
the schematic in figure 5.21.

To remove any change in duty cycle caused by a non-zero switching level of the
inverters, a DC bias is added which can be controlled with a potentiometer.

This circuit uses only two of the 6 inverters provided by the 74HC04. The other
4 inverters were used to buffer the I and Q signals before driving the LO inputs of
the mixers.

5.5.9 Hardware realization

Figures 5.22 - 5.26 show the realization of the prototype. Since the complete circuit
did not fit on one board, two boards were used. Figure 5.22 shows the two boards
stacked on top of each other. Figures 5.23 and 5.24 show the top and bottom of the
upper board which contains the frequency divider, the IQ swap, IQ select and IQ
injection blocks, the delay and buffer block and the mixers. Figures 5.25 and 5.26
show the top and bottom of the lower board, which contains an IQ swap block and
the TIAs.

In the top view figures some of the blocks from the block diagram are highlighted.

5.6 Measurement results

For the measurement setup, we used two triple power supply units, three signal
generators, one clock generator, one logic analyzer, one 4 channel oscilloscope
and two multimeters. The exact type and function of these instruments is listed in
table 5.10.

5.6.1 Single tone measurement

In this test, no additional capacitors or resistors were used to alter the gain or phase
mismatch in the prototype. One sinusoidal tone at 1.005 MHz was applied at the
balun input. The power of this signal was adjusted such that the output signal of the
TIAs was almost full swing of the ADC input (0 - 1.4 V). The resulting received
spectrum is shown in figure 5.27.
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Figure 5.22: Realization of prototype: stacking of both boards.

Figure 5.23: Realization of prototype: board 1, top view
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Figure 5.24: Realization of prototype: board 1, bottom view

Figure 5.25: Realization of prototype: board 2, top view
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Figure 5.26: Realization of prototype: board 2, bottom view

Table 5.10: Measurement instruments

# Function Brand and model Notes
2 Power supply Agilent E3631A +3, -3, +5, +15 and -15 V
3 Signal generator Agilent 33220A, 20 MHz 4 MHz square wave (LO signal),

1 MHz sine wave
1 Clock generator HP 8131A, 500 MHz 52 MHz reference clock

for ADC
1 Logic analyzer Agilent 1682 AD Transfers ADC digital outputs

to Matlab
1 Balun ADT1-1WT, 0.4 - 800 MHz Converts single ended inputs

to differential
1 Oscilloscope Philips PM 3394, 200 MHz
2 Multimeter Keithley 2001

106



−100 −80 −60 −40 −20 0 20 40 60 80 100
−180

−160

−140

−120

−100

−80

−60

−40

−20

0
po

w
er

frequency (kHz)

−20 −15 −10 −5 0 5 10 15 20
−140

−130

−120

−110

−100

−90

−80

−70

−60

po
w

er

frequency (kHz)

Figure 5.27: Single tone measurement result. Top: full spectrum. Bottom: magni-
fied. Resolution bandwidth is 52 Hz.
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In this figure, a clear -19 dB signal can be seen at 5 kHz. As we can see, there
is also a strong DC component present of -49 dB, and an image of -65 at -5 kHz.
Furthermore, calculating the noise power between -50 and 50 kHz and the signal
power between 4.6 and 5.4 kHz results in 76 dB SNR.

The 2 ADCs combined have an SNR of 99 dB when given a -3 dB input signal.
Therefore, if the signal at 5 kHz would be increased by 16 dB, the resulting SNR
of the total system would be 92 dB, which is well within the expected range.

Second order nonlinearities would produce signal components at 0, 10 and -10
kHz. The output power at -10 kHz is -128 dB and at 10 kHz it is -118 dB, but both
are almost indistinguishable from noise. The output intercept point of the second
order harmonic is therefore according to Leenaerts in [27]OIP2 = 2Po,1−Po,2 =
2 · −19−−118 = 80 dB.

Third order nonlinearities would produce signal components at 15 and - 15 kHz.
At -15 kHz we observe a signal component of -106 dB, but at 15 kHz, the signal
component is indistinguishable from noise. The output intercept point of the third
order harmonic is thus OIP3 = 1.5Po,1 − 0.5Po,3 = 1.5 · −19 − 0.5 · −106 =
24.5 dB according to Leenaerts in [27].

These results are summarized in table 5.11.

Table 5.11: Measurement results from single tone test

Property Value
SNR 76 dB (between -50 and 50 kHz)
IRR 46 dB (at 5 kHz)
OIP2 80 dB
OIP3 24.5 dB

5.6.2 Two tone measurement

For the two tone test, no additional capacitors or resistors were used to alter the
IQ imbalance of the prototype. The first test tone was placed at 1.013 MHz and
the second at 1.017 MHz. Both tones were equal in strength and their power was
adjusted such that the output signal of the TIAs was almost full swing of the ADC
input. The resulting received spectrum is shown in figure 5.28.
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Figure 5.28: Two tone measurement result. Top: full spectrum. Bottom: magni-
fied. Resolution bandwidth is 52 Hz.
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In this figure, the signals at 13 and 17 kHz are -22 dB. Clear image signals can be
seen at -13 and -17 kHz, resulting in an IRR of 43 respectively 41 dB. Integrating
the noise power between -50 and 50 kHz results in 75 dB SNR.

Second order nonlinearities would produce signal components at 4 and 30 kHz,
and at -30 kHz we measure the largest signal component of -125 dB. The output
intercept point of the second harmonic distortion (OIP2) of 87 dB.

Third order nonlinearities would produce signal components at 9 and 21 kHz. At
21 kHz, we observe a peak of -101 dB. This results in an output intercept point of
the third order harmonic distortion (OIP3) of 22 dB.

These results are summarized in table 5.12.

Table 5.12: Measurement results from two tone test

Property Value
SNR 75 dB (between -50 and 50 kHz)
IRR 43 dB (at 13 kHz)

41 dB (at 17 kHz)
OIP2 87 dB
OIP3 22 dB

If we compare these results with the results from the single tone measurement, we
see a 7 dB difference in OIP2 and 2.5 dB difference in OIP3. The 7 dB difference
can be explained by the fact that the measured levels of second order output power
are so small that they are almost indistinguishable from noise.

Furthermore, we notice that the image rejection ratio is frequency dependent: closer
to the edge of the IF bandwidth, the IRR is lower than at the center.

From the single tone and two tone measurements we can conclude that the even
order distortion is so small that it will not affect the IQ imbalance measurements.

5.6.3 IQ imbalance measurement

For the IQ imbalance measurement, we deliberately lowered the IRR of the proto-
type by placing a 27pF capacitor in the quadrature branch of the frequency divider.
We did this for two reasons:

• to bring the IRR of the prototype closer to the IRR of an actual chip,
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• to ensure that φτ 6= −2φo holds.

We performed the measurements by sampling the output signal of the prototype
for all possible combinations of the switches. During this measurement, no input
signal was applied at the RF inputs and the balun was disconnected.

The 8 measurements where switch S_LNA was in position "n" (on the prototype:
switch 3 was in position "C") are DC level estimations, the other 8 measurements
are the measurements needed as input for the algorithm.

After performing these measurements, we connected the balun and applied a test
signal. We swept this test signal from 1.055 MHz to 945 kHz in 5 kHz steps and
skipped the frequency of 1.000 MHz. At every step, we sampled the output signals
of the TIAs.

Figure 5.29 shows the output spectrum of this sweep, the image rejection ratios
and the gain and phase errors before we applied IQ imbalance compensation.

As we can see in this image, the IRR is 32.1 dB and varies approximately 0.8
dB over the whole band. The gain error is approximately -0.39% around DC, but
changes to -0.8% at the edge of the band. The phase error is 2.820 at DC, but this
changes to 3.100 at -55 kHz and 2.550 at 55 kHz.

Note that the gain error is symmetric around DC and the phase error is point sym-
metric, with an offset of 2.820. This behaviour indicates that the most dominant fre-
quency selective behaviour occurs in the IF stage, and that the phase offset of 2.820

occurs at RF. Furthermore, the frequency selective gain and phase error match well
with the gain and phase errors caused by a mismatch in cutoff frequencies in the IF
filters, as shown in figure 2.3.

Figure 5.30 shows the output spectrum of the sweep, the image rejection ratios and
the gain and phase errors after we applied the IQ imbalance compensation.

As we can see, the IRR at DC is increased with approximately 17.1 dB to 49.2
dB. We see furthermore that the IRR has become much more frequency dependent,
changing from 44.2 dB at 55 kHz to 53.8 dB at -55 kHz and showing a peak of
56.6 dB at -35 kHz. This indicates that while before the frequency independent IQ
imbalance in the RF stage was dominant, now the frequency selective IQ imbalance
in the IF stage is becoming dominant.

However, a small amount of frequency independent IQ imbalance remains, as can
be seen by the gain and phase errors at DC. As we can see, the gain error at DC
is reduced from -0.39 to 0.10% and the phase error at DC is reduced from 2.82 to
−0.400.
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Figure 5.29: Frequency spectrum, IRR and gain and phase errors before IQ imbal-
ance compensation. Resolution bandwidth is 260 Hz.

112



−100 −50 0 50 100
−140

−120

−100

−80

−60

−40

−20

0

po
w

er

frequency (kHz)
−100 −50 0 50 100
44

46

48

50

52

54

56

58

IR
R

 (
dB

)

frequency (kHz)

−100 −50 0 50 100
−0.4

−0.3

−0.2

−0.1

0

0.1

0.2

0.3

A
m

pl
itu

de
 e

rr
or

 (
%

)

frequency (kHz)
−100 −50 0 50 100

−0.7

−0.6

−0.5

−0.4

−0.3

−0.2

−0.1

0

P
ha

se
 e

rr
or

 (
de

gr
ee

)

frequency (kHz)

Figure 5.30: Frequency spectrum after IQ imbalance compensation. Resolution
bandwidth is 260 Hz.
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The frequency selective gain error is uncompensated, and thus, after frequency in-
dependent compensation, the gain error again decreases with approximately 0.42%
to -0.33% at the edge of the band. The frequency selective phase error is also un-
compensated and changes with 0.280 to -0.13 and−0.690 at the edges of the band.

The IRR after compensation is limited to 49.2 dB. The most likely causes of this
limitation are:

• PCB parasitics and IC bandwidth limitations give high frequency roll-off of
the square wave signal. As we have seen in simulations, the algorithm is very
sensitive to the higher order frequency components of the injected signal.

• To reduce implementation complexity and board space, the buffers for the
LO signals to drive the mixers were implemented in the same 74HC04 chip
as the buffers for the injected signal. However, this does increase the risk of
interference from the LO signals at the injected signals, especially at the tran-
sition moments of the LO signals. Inspection with an oscilloscope showed
some significant switching noise. Although the peaks caused by the switch-
ing were very narrow (in time), their amplitude was as high as 200 mV. This
could have some very small influence on the DC content of the waveform.

We conclude now that the method can indeed estimate gain and phase errors and
can successfully compensate for these errors. However, the accuracy of the esti-
mates is limited by the quality of the injected waveform.

5.7 Summary

In this chapter we have derived a method to estimate IQ imbalance errors by inject-
ing the signal from the local oscillator at the RF input of the mixer. The main ad-
vantages of this method are that it is standard independent and that it only requires
16 samples. In addition to IQ imbalance estimation, also DC offset calibration is
performed.

We have derived two estimation algorithms: one for the case assuming that the
mixer in the receiver behaves as an ideal multiplier, multiplying the injected signal
with the LO signal, and one for the case assuming that the mixer behaves as a
sign/multiplier, multiplying the injected signal with the sign of the LO signal.

The algorithms were derived for LO signals that were modeled as square waveform
signals with a duty cycle less than 50% and as trapezium waveform signals. It was
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observed that under certain conditions (as listed in tables 5.4 and 5.6), the estimator
algorithms are relatively simple and optimal for both waveforms.

The implementation costs of both algorithms were quite modest: the algorithm
for the sign-multiplier mixer requires 4 real multipliers and 2 fast dividers and the
algorithm for the multiplier mixer requires one fast square root function, 2 fast
dividers and 3 real multipliers.

Simulations indicated that performance of the estimator strongly depends on the
output signal of the LO and the behaviour of the mixer. In case the signal that
is to be injected is an ideal square waveform and there is no noise in the system,
the estimators correctly estimate the IQ imbalance parameters, and image rejection
ratios in excess of 200 dB are possible.

However, when this signal is more limited in bandwidth, the performance of the
estimator is reduced. If the first order cutoff frequency is approximately 50 times
the fundamental frequency, the IRR is reduced to 60 dB. If the bandwidth of the
signal is even more limited, the IRR is reduced even further.

Moreover, although not shown in simulations, it is to be expected that the estimator
is sensitive to even order distortion, since even order distortions will cause a change
in the DC level of the IF signal.

The prototype system proved that it is possible to use this method to estimate the
IQ imbalance parameters. It successfully increased the IQ imbalance from 32.1 to
49.2 dB. However, it also showed that even at such a low frequency, the method is
sensitive to imperfections in the signal that is injected.
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Chapter 6

Conclusions

In the final chapter of this report, a short summary of the previous chapters will
be given. Furthermore the most important conclusions will be highlighted and
indications for future research will be given.

6.1 Summary and conclusions

Chapter A.1 gave the background for this work, showed why standard independent
estimators are relevant for multi-standard receivers and discussed the outline of this
document.

Chapter 2 discussed several models for IQ imbalance, which showed the effect
of gain and phase errors in the analog front-end on the received signal. It gave
an overview of methods to mitigate this problem, where emphasize was given to
methods which used digital estimation and compensation. For methods which use
digital compensation, an equation to calculate the image rejection ratio when the
estimated errors have limited accuracy was derived. The chapter ended with a list
of requirements that the methods for this project should satisfy. The main require-
ments were that the methods should achieve at least 50 dB IRR, should have a rate
of convergence 100 times faster than the well known statistical methods, should
be possible to integrate on chip, should not use a dedicated test tone generator and
should be completely standard independent.

Chapter 3 showed why the intuitive method of source neglecting to estimate the IQ
imbalance parameters can be devastating to the received signal.

Chapter 4 derived two methods to estimate the IQ imbalance parameters by exploit-
ing statistical properties of the received signals. One method operated on a time

116



domain description of the received signals while the other method operated on the
frequency domain description. The advantages of these methods is that they do not
require any additional analog hardware, that they are relatively easy to implement
in digital baseband, and that they can operate not only on an actual received signal
but also on only noise originating from the antenna and LNA. However, the major
drawback of this method is its slow convergence: depending on the power levels
of the input signal, this method needs 101 to 105 samples to achieve 50 dB IRR,
assuming that the input signals are sampled at the Nyquist rate.

It was shown both in simulations and by theoretical analysis that the rate of conver-
gence for the statistical methods depends on the ratio of the powers of the wanted
and interfering signals. This property can be exploited to increase the rate of con-
vergence in a novel way by adding a tunable notch filter at the RF input of the
mixer: for every 3 dB suppression, the system needs 4 times less samples in case
there is a strong difference in power levels of the input signals. In actual imple-
mentations however, we can expect only 1.5 to 3 dB suppression of the notch filter,
which corresponds with a factor of 2 to 4 in speed improvement. This directly
translates into 2 to 4 times less samples that cannot be decoded correctly by the
digital baseband processor and a shorter startup delay.

Furthermore, a novel estimator was derived to estimate the frequency dependent
gain and phase errors of a system impaired with frequency selective IQ imbalance
in the IF stages. If this frequency selective behaviour was caused by a mismatch
in cutoff frequency of the IF filters, a novel nonlinear fitting function function was
derived which can be used to estimate the cutoff frequencies based on the phase
estimates. These estimated cutoff frequencies can then be used to improve the
frequency selective gain and phase error estimates. Finally, it was shown by sim-
ulations that it is possible to concatenate the frequency domain statistical method
which estimates frequency independent IQ imbalance errors occurring in the RF
stages and the statistical method and the nonlinear fitting function which estimate
frequency selective IQ imbalance errors occurring in the IF stages. This concate-
nation can successfully estimate both type of IQ imbalance parameters.

It was also shown that the frequency independent estimation algorithms are rather
modest in implementation requirements. However, the frequency selective esti-
mation algorithms are more expensive to implement. While the basic frequency
selective algorithm is comparable in implementation costs to the frequency inde-
pendent algorithms per pair of frequency bins, the total costs scale linearly with
the number of frequency bins that are needed to compensate for the frequency se-
lective IQ imbalance. The nonlinear fitting function, which can be used to improve
the estimates form the frequency selective estimator, has an even higher implemen-
tation cost, requiring several nonlinear functions and a matrix pseudo inverse. If
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implementation costs for this algorithm cannot be greatly reduced, this algorithm
is only suitable for implementation in base stations, where the focus is more on
performance and less on size and computational limitations.

Chapter 5 finally, showed a derivation for a novel method to estimate the IQ imbal-
ance parameters using only 16 samples. This method works by injecting the LO
signal into the RF input of the mixers. The resulting output signal contains a DC
signal whose value depends on the gain and phase errors. By adding 4 switches
to the system, the system can collect 16 independent samples. These samples can
be used to perform an accurate DC calibration and to estimate the IQ imbalance
parameters. The sample rate of this method is limited by the settling time of the IF
stages.

The implementation costs for this method is rather modest, requiring only multi-
pliers and dividers. However, to benefit from the short sampling time needed by
this method, it is recommended to implement the dividers as two parallel and fast
dividers.

Simulations indicated that this method works very well if the system can inject
very accurate square waveforms. However, if the bandwidth of this waveform is
limited, performance is reduced greatly.

This method is demonstrated in a low frequency prototype system. In this system,
the IQ imbalance could be manually adjusted by changing capacitor values in crit-
ical points of the system. The system could successfully increase the IQ imbalance
from 32.1 to 49.2 dB. At this level of image rejection ratio, a strong frequency
selective IQ imbalance behaviour became visible.

Which of those standard independent method a designer should choose depends
ironically mostly on the system that is to be implemented. If the system operates
on relatively low RF frequencies and if a very short estimation time is of critical
importance, the deliberate LO self mixing method is preferable.

If however, the system works at very high RF frequencies but a short estimation
time is less important, the statistical methods are preferred, especially when one
can expect frequency selective IQ imbalance. The estimation time of these methods
can optionally be decreased somewhat by including a tunable notch filter at RF.

6.2 Future work

Future work in the area of standard independent IQ imbalance estimators which
should satisfy the requirements as listed in section 2.4 can be divided in work aimed
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at improving the statistical methods and work aimed at improving the deliberate LO
self mixing method.

Future work on statistical methods can include:

• To increase accuracy of the nonlinear fitting function of the frequency selec-
tive IQ imbalance estimator, a low pass filter might be applied just before
applying the nonlinear fitting function, to reduces the noise on the phase
error estimates.

• The nonlinear fitting function of the frequency selective IQ imbalance esti-
mator assumes a first order low pass filter. For other types of filters, different
fitting functions must be derived.

• A better concatenation or closer integration of the frequency independent
and the frequency selective IQ imbalance estimator might make the result-
ing estimation system less sensitive to estimation errors in the frequency
independent error estimate.

• The statistical methods are very attractive to adjust to time varying IQ im-
balance estimators. An interesting topic for research for this application is
for example the type of filters that can be used in such estimators. These
methods can optionally be assisted by a temperature measurement circuit on
chip to track fast changing IQ errors.

Future work on the deliberate LO self mixing method can include:

• Implement this method in an actual IC design.

• Since the performance of this method depends strongly on the shape of the
signal that is injected, it might be relevant to investigate methods to estimate
some parameters of this signal, such as the bandwidth, and on estimation
methods which use this information.

• This method might be used to initialize one of the statistical methods, to give
it an initial speed boost. Therefore, the system needs to have an indication on
the accuracy of the estimate of the deliberate LO self mixing method, so that
it can determine how big this speed boost is and how many more samples
it needs for the statistical method to reach the target image rejection ratio.
However, currently no method is known for the system to have an indication
on the accuracy of the estimate of the deliberate LO self mixing method.
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• For very high RF frequency systems, the bandwidth of the LO signal might
be so limited that even the third order harmonic is almost absent. For such a
system, one could assume that the signal that is injected is a pure sine wave.
In that case, a different estimator is needed, and future work in this area is
warranted. An interesting approach in this area is for example to develop
first order Taylor approximations around φi = 450.
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Appendix A

Project control document

Revision history

The revision history of this document is summarized in table A.1.

Table A.1: Revision history
Version Date Changes

0.1 10 April 2008 Initial version
0.2 6 November 2008 Major update

0.2.1 9 November 2008 Minor update

A.1 Introduction and background

Since the introduction of the mobile phone near the end of last century, the mobile
phone has evolved from a device which can be used to make phone calls, to some-
thing which not only can make phone calls, but which can also be used to play
music and videos, to synchronize your agenda, to play games, to exchange files
with other phones, to access the Internet and even to tell your exact location and
give you directions when you are on the road. The addition of all those services
has increased the number of wireless connections in a phone from one to four or
often even more.

In current mobile phones, most of these connections are created with dedicated
RF hardware front-ends, which takes up precious space in the mobile phone and
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besides that, the application engineers should be very careful to minimize any inter-
ference between these front-ends. Therefore, the current trend in RF transceivers
is towards more flexible hardware which can be reprogrammed on the fly for dif-
ferent wireless standards. With such a flexible RF front-end, only one front-end
is needed to allow the phone to access different wireless standards, thereby de-
creasing the occupied space in the phone and making it easier for mobile phone
designers to integrate various wireless standards in the device.

Designing such flexible RF front-ends however, is more difficult than designing
traditional RF front-ends, especially if the front-end has to operate in a mobile
phone, where cost, power and space are very limited. The trend in current research
is therefore to investigate if digital baseband processors can be used to assist analog
front-ends, in order to meet the specifications of the wireless standards, as well as
the specifications for cost, power and space. Special interest in research is for DC
offsets, gain and phase (IQ) mismatches, small nonlinearities and noise reduction.

The aim of this project is to investigate the impact of IQ mismatches and small
nonlinearities in analog front-ends for a multi-standard radio, and to investigate
compensation techniques. The standards of interest are GSM, GPRS, UMTS and
LTE.

Update: since the problem of IQ mismatches required more time than initially
estimated and since the required prototype is more complex and will require more
development time than initially expected, it was decided to skip the nonlinearities
and to focus completely on IQ mismatches.

The supervisors of this project are Jan van Sinderen and Robert van Veldhoven
from NXP Research Eindhoven and Peter Baltus from Eindhoven University of
Technology.

A.2 Project result

A.2.1 Background

The background of this project is described in chapter A.1. The project is of special
interest to NXP since NXP is a leading digital baseband and RF chip supplier for
GSM in mobile phones.

Update: During the project, a reorganization inside NXP has taken place, and the
focus of NXP has shifted towards multi-standard receivers for car applications,
such as car radio. Examples of such standards are FM radio and Sirius/XM Radio.
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A.2.2 Problem definition

The problem can be divided in two sub-problems: the problem of IQ mismatch
and the problem of nonlinearities. This document is the baseline document for
IQ mismatch. For nonlinearities, a similar document will be made once the IQ
mismatch problem is finished.

Update: as explained in the previous chapter, the IQ imbalance topic will be ex-
tended and nonlinearities will not be covered in this project.

It can be assumed that both problems are present in a multi-mode GSM / GPRS /
UMTS / LTE receiver, using a very high speed sigma delta ADC. The receiver is
in principal a near zero IF receiver.

For both problems, the impact on the received signal quality should be analyzed,
and solutions should be investigated. Since the RF front-end should support such
a wide range of standards, the solutions should be standard independent.

IQ mismatch

The error in the phase of the local oscillator can be expected to be in the order of 2
or 3 degrees, and the error in the gain of the quadrature branch can be expected to
be in the order of 2 or 3 percent, resulting in a image rejection ratio of 30 dB.

However, according to the GSM specification, the adjacent channel rejection ratio
should be 50 dB. Therefore, when using a near zero IF down convertor, the adjacent
channel is down converted to the image channel of the desired signal, and at least
50 dB image rejection ratio is required.

A.2.3 Deliverables

The result of this project will be tested algorithms (both in computer simulations
and using an experimental setup), a report and a presentation.

The report will include:

• a detailed problem description

• a summary of the requirements that the solutions should satisfy

• derivation and analysis of the algorithms

• simulation results
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• implementation details

• a description of the hardware prototype

• test results of the implemented algorithms

• recommendations for applications and future study.

A.2.4 Delimiters

The project will not necessarily include:

• solutions for other sources of errors, such as DC offsets, phase noise or ther-
mal noise

• testing the algorithms in real world scenarios

• truly optimized and production quality ready implementations of the inves-
tigated algorithms

• since the project results should be delivered by a certain date, no hard guar-
antees can be given for the quality of the final result.

A.3 Results achieved

10 April. The present status of the project is in the middle of the design phase
for the IQ mismatch problem. However, the initiation phase and especially the
definition phase should still be formally closed. While this does not seem very log-
ical, it was possible since the project members were already very familiar with the
problem of IQ mismatch. The current work is therefore an exploration of different
algorithms, which can be used to select a final algorithm once the initiation and
definition phases are completed.

6 November. After selecting the most promising algorithm to estimate the IQ mis-
match parameters, several iterations were required to come to a good system level
model, and for every system level model, an algorithm was derived. Therefore, the
definition phase and design phase required much more time than initially expected.
Therefore we decided to change the goal of the project to only cover IQ mismatch.

10 November. Implementation of prototype started.

22 December. Working prototype; tuning, debugging and measurements can start.
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9 February. Tuning and debugging are finished. Most measurements are finished
as well. Found interesting ideas for different methods to estimated IQ imbalance
parameters. These ideas will be theoretically analyzed and simulated in unpayed
extra time.

A.4 Phasing plan

The complete project lasts 41 weeks and is divided into 19.5 weeks for IQ mis-
match, 19.5 for nonlinearities and 2 weeks to finalize the report and presentation.
Starting at 3 March 2008, this means that the complete project is finished at 12
December 2008.

We have accounted for 1600 man hours. While 41 weeks amounts to 1640 man
hours, 40 hours are reserved for holidays.

Update November 9: Since the project is refocused, the phasing plan has to be
adjusted as well. The main tasks that have to be done are creating an experimental
setup, performing measurements and writing a report.

There are 6 weeks left until December 25, which means 3 weeks for the experi-
mental setup and measurements and 3 weeks for writing the report.

Any extra time needed by the main project contributor will not include payment of
this project contributors salary.

A.4.1 Initiation phase

End date: 9 May 2008

In this phase, the specifications of the hardware platform and the target specifica-
tions of the result will be investigated.

Outcome:

• project assignment

A.4.2 Definition phase

End date: September 2008
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In this phase, definition of IQ mismatch and nonlinearities from a signal process-
ing perspective will be made clear, and the impact of those imperfections will be
investigated.

Outcome:

• signal model of imperfections

• report with a study of the impact of the imperfections.

A.4.3 Design phase

End date: November 2008

In the design phase, algorithms to estimate and compensate the imperfections will
be investigated.

Outcome:
The outcome of the design phase will be a report consisting of:

• derivation of the investigated algorithms

• analysis of the investigated algorithms

• simulation results of the algorithms

The analysis of the algorithms will include:

• bias analysis of the algorithm (ideally, the bias is 0)

• number of samples that the algorithm needs to achieve the design goal

• type and number of operations needed for the algorithm

A.4.4 Preparation phase

End date: 14 November 2008

In the preparation phase, preparations for creating the experimental setup will be
made.

Outcome:

• All required components are delivered.
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A.4.5 Realization phase

End date: 30 November 2008

In the realization phase, the experimental setup will be created and measurements
will be taken.

Outcome:

• measurement report

A.4.6 Follow up phase

For this project, no follow up phase is foreseen.

A.5 Control plan

A.5.1 Time/Capacity

Table A.2 summarizes the time table of the project plan.

There will be weekly meetings with both supervisors from NXP and with the su-
pervisor from TU/e.

A.5.2 Money

Salaries

The salaries of Jan van Sinderen and Robert van Veldhoven will be payed by NXP,
the salary of Peter Baltus will be payed by TU/e. The salary of Admar Schoonen
will be payed by TU/e until 31 December 2008.

Software and hardware costs

All major equipment and software for the project is standard material available at
NXP. We therefore do not foresee any large additional costs.
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Table A.2: Time and capacity summary
Final date Margin

Start of the project 3 March 2008 -
End of the project 25 December 2008 -
Duration of the project 41 weeks 12 days

Man hours Margin
Capacity 1600 96 hours

Duration of the phases # Weeks Margin
for IQ mismatch
Initiation phase1 10 -
Definition phase1 17 -
Design phase1 3 -
Preparation phase 1 -
Realization phase 2 -

1 Initiation phase, definition phase and part of the design phase for IQ mismatch
are done in parallel.

For the implementation of the prototype however, some materials, such as PCBs,
passive and active components, connectors etc, will have to be bought. These
materials are available at MiPlaza; the cost of these materials will directly be billed
on the MiPlaza account of the RFIC group at NXP.

Since these components are not priced in the MiPlaza shop, an actual estimate of
the cost of the prototype cannot be given. However, looking up the bill of material
in the Conrad store [28], an estimate can be made of the cost of the prototype.
Table A.3 shows the estimate of the cost of the prototype based on prices in the
Conrad online store.

Note that, in contrast to the standard materials that are already available, these
materials cannot be reused in other components.

A.5.3 Quality

The outputs after each phase are a phase report and (optional) a presentation; these
outputs are objects of evaluation for quality control.
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Table A.3: Prototype component cost estimate
Type # e/ piece e

ICs 20 1.00 20.00
Passive components - - 20.00
PCBs 2 5.00 10.00
Power supply connectors 2 2.00 4.00
SMA connectors 16 5.00 80.00
IC sockets 20 0.50 10.00
Other - - 20.00
Total 164.00

Since the project is limited in time, the quality of the output depends on the amount
of time.

A.5.4 Organization

Since Admar Schoonen is full time employee of TU/e and therefore TU/e is respon-
sible for the standard employee insurances etc. All responsibilities and authorities
belonging specifically to this project are in NXP and TU/e only has an advisory
role.

In principal, every Monday there will be a meeting with Peter Baltus at TU/e and
every Tuesday a meeting with Jan van Sinderen and Robert van Veldhoven at NXP
to discuss the progress of the project. When necessary, Jan van Sinderen and Robert
van Veldhoven can be contacted throughout the rest of the week.

There are no third parties involved in this project.

A.6 Risk analysis

A.6.1 Risk list

A list of the risks of this project and their expected impact and probability is shown
in table A.4. From this table, three risks are selected and precautions are taken to
reduce these risks and their impacts.
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Table A.4: Risk list
Risks Impact1 Probability2 Total Select
Delay due to unexpected event 1 2 2 *
Delay due to lack of technical 2 3 6 *
knowledgea

Request to change the 2 2 4 *
objectives
Absence of supervisors 1 1 1

1 Impact (severity): 1: small, 2: middle, 3: great
2 Probability: 1: rare, 2: possible, 3: likely

a Since the main project team member (Admar Schoonen) doesn’t have any expe-
rience with programming FPGAs, it is likely that this could cause a delay in the
project.

A.6.2 Risk management

Delay due to unexpected event

If some unexpected event occurs, and the scheduled margin is not enough, it might
be necessary to reduce the amount of work. Since the project consists of two
sub-projects, it is possible to compromise on the second project. One of the com-
promises could be to not implement the algorithms for nonlinearities on the FPGA,
but to only perform measurements and process the measurements offline in Matlab.

Update 9 November: it is decided to only perform measurements and process the
measurements offline in Matlab.

Delay due to lack of technical knowledge

In case there are many problems with implementing the algorithms on the FPGA,
it might be possible to only perform measurements and to process these measure-
ments offline in Matlab.

Request to change the objectives

Weekly meetings with all supervisors will help to have a continuous direction and
activity in the project and therefore to reduce the impact of any changes in the
objectives.
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